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ABSTRACT -i

This report summarizes a substantial analytical effort which

!is reported in more detail in Parts II through IV of this series

4

of reports. The primary result of this effort has been the

development of a number of computer codes applicable to charring i
I

ablation materials and chemically reacting laminar boundary layers

and the initiation of a turbulent boundary layer development. ._

These programs can be operated independently or used in conjunc- j

tion with each other to obtain various degrees of coupling. The

basic programs predict the transient in-depth response of charring

ablation materials, the chemical state of open or closed systems,

nongrey radiation flux distributions, and nonsimilar laminar _ !

multioomponent chemically-reacting (equilibrium) boundary layers. _
e

The radiation code has been coupled into the boundary layer ce4e

to predict radiation-coupled nonsimilar laminar flows; the char- _

iring ablation program is used in conjunction with the chemistry

program (although mechanically decoupled) to provide an economical

means for predicting coupled transient response of charring mater- I •

ials with the bo,/ndary layer represented by transfer coefficients;

and the laminar boundary layer and charring ablations programs

are used to predict transient response of charring materials fully I

coupled to laminar nonsimilar boundary layers. The charring abla-

tion model considers one-dimensional heat and mass transfer along _

1thermal streamtubes of arbitrary cross-sectional area; the radia-

tion model considers continuum transitions, molecular bands, and ?j

atomic lines of the C-H-O-N system 'n obtaining radiation proper- _ /

ties and fluxes; and the chemistry and boundary layer procedures

apply to general chemical systems and consider rate-controlled

surface reactions. The turbulent boundary layer code currently I

considers nonsimilar constant-property flows with mass injection.

I
!
!

. i1
I
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m FOREWORD

i The present report is one of a series of four reports,
published simultaneously, which describe extension and appli-
cation of analyses and computational procedures for predicting
the in-depth response of charring ablation materials and non-

i similar chemically reacting boundary layers which were generated
under a previous contract (NAS9-4599). In particular, the

present reports describe the extension of a laminar multicompo-
nent chemically-reacting (equilibrium) boundary-layer program to

i include nongrey radiation coupling, the extension of this compu-
tational procedure to turbulent flow (at this point for incompres-
sible flows only), the further checkout of a code which couples
the laminar boundary layer procedure to a transient charring

i ablation code, and the application of these and other computa-
tional procedures to the Apollo heat shield material and typical
Apollo missions. Part I serves as a summary report and describes
the present status of and solutions obtained with the various

i computational procedures. In Part II a thermochemical ablation
program based on a transfer-coefficient approach is utilized to
investigate ablation mechanisms for the Apollo heat shield

_ material. The radiation transport model which is utilized is
described in Part III, whereas the turbulent boundary layer

l code is discussed in Part IV.

The titles in the series are:

Part I: Summary Report: Further Studies of the Coupled
Chemically Reacting Boundary Layer and Charring
Ablator, by E.P. Bartlett, W.E. Nicolet, L.W.

Anderson, and R.M. Kendall.Part II: An Evaluation of Surface Recession Models for the

Apollo Heat Shield Material, by E.P. Bartlett, and
L. W. Anderson.

E Part III: A Nongrey Radiation Transport
Model Suitable for

Use in Ablation-Product Contaminated Boundary

Layers, by W. E. Nicolet A_

Part IV: Nonsimilar Solution of an Incompressible Turbulent A/Boundary Layer by an Integral Matrix Method, by
L. W. Anderson and R. M. Kendall.

_! This effort Was conducted for the Structures and MechanicsDivision of the Manned Spacecraft Center, National Aeronautics
and Space Administration under Contract NAS9-6719 with Mr. Donald
M. Curry as the NASA Technical Monitor. Development of the turbulent

{_ boundary layer code was sponsored jointly by NASA/MSC and by the AirForce Weapons Laboratory, Kirt]and Air Force Base,with Lt. Ronald H. i
Aungier as Project Engineer. Extension of the turbulent boundary
layer analysis to compressible flows _s continuing under AFWL spon-

i [._ sorship. Mr. Eugene P. Bartlett of Aerotherm Corporation was ProgramManagur and Principal Investigator for the efforts reported here.

°!
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] 969008458-006



I

|JTABLE OF CONTENTS !

Section Title Page i
ABSTRACT ii
FOREWORD iii

LIST OF TABLES v
LIST OF FIGURES v
LIST OF SYMBOLS viii

?

1 INTRODUCTION 1 _ i
2 SUMMARY OF COMPUTER CODES DEVELOPED UNDER PREVIOUS

EFFORT 2

2.1 Boundary Layer Integral Matrix Procedure (BLIMP) 2

2.2 Charring Material Ablation (CMA) Program 6
2.3 AerothermChemical Equilibrium (ACE) Program 9
2.4 CMA/ACE Coupling Procedure 12
2.5 Coupled Ablator/Boundary Layer/Environment (CABLE)

Program 14 !
3 ANALYSIS AND COMPUTATIONAL PROCEDURE FOR SOLUTION OF

INCOMPRESSIBLE TURBULENT BOUNDA,_YLAYERS (SAINT PROGRAM) 21 I
3.1 General 21

3.2 Basic Equations and Turbulent Model 21

3.2.1 General Equations of Motion 21
3.2.2 Law of the Wall Region 22
3.2.3 Wake Region 25 !

3.3 Solution Procedure 27

3.4 The SAINT Boundary Layer Program 28

3.5 Concluding Remarks 29 I

4 ANALYSIS AND COMPUTATIONAL PROCEDURE FOR THE EVALUATION

OF NONGREYRADIANT HEAT FLUX (RAD PROGRAM) 30
4.1 General 30

4.2 Absorption Coefficients of the Boundary Layer Species 30 _
4.2.1 Atomic and Ionic Continuum Transitions 30
4.2.2 Atomic Line Transitions 31

4,2.3 Molecular Band Transitions 33 i
4.2.4 Other Transitions 33 |
4.2.5 Numerical Evaluation of the Radiation

Properties Model 34 ,--_
4.3 Transport Model and Numerical Solution Procedure 34

I/4.3.1 Formulation 34

4.3.2 Numerical Evaluation of Flux Integrals 36
4.4 The Radiation Transport Program (RAD) 37

4.4.1 Program Objectives 37 I4.4.2 Program Input Requirements 38
4.4.3 Program Capabilities 38
4.4.4 Program Storage Requirements and Computational

Time 39 I4.4.5 Program Utilization 39
4.5 Concluding Remarks 39

5 ANALYSIS AND COMPUTATXONAL PROCEDURE FOR RADIATION COUPLED
BOUNDARY LAYERS (RABLE PROGRAM) 40 l
5.1 Formulation 40
5.2 Solution Procedure 41

5.3 The RABLE Program 41 I

|

i

1969008458-007



!
TABLE OF CONTENTS (concluded)

I Section Title Paqe
6 APPLICATION OF CODES TO APOLLO HEAT SHIELD PROBLEMS 43

6.1 Introduction 43

I 6.2 Driver Tempezdture Calculations Using CMAOption 2 436.3 Normalized Ablation Tables Generated by ACE Program 44
6.4 Steady-State Ablation Predictions Using BLIMP 46

6.4.1 Solutions for a Recent Superorbital Apollo

I Flight 466.4.2 Solutions for a 50,000 Feet-Per-Second
Trajectory 47

i 6.5 Uncoupled Calculation of Radiative Flu_" Distribution
Using the RAD Program 52

6.6 A Calculation of the Radiation Coupled Boundary Layer
Using the RABLE Program 56

i 6.7 Coupled Transient Solutions Using CMA/ACE Approach 57
6.8 Coupled Transient Solution Using CABLE Program 58

7 SUMMARY AND RECOMMENDATIONS 62

i REFERNNCES 64

APPENDIX A - AN ILLUSTRATION OF THE CABLE COUPLING PROCEDURE
FOR A TYPICAL APOLLO SUPERORBITAL REENTRY

I TRAJECTORY

LIST OF TABLES
t

Table Title Paqe

_ I I Coupled Ablator/Boundary Layer/Environment (CABLE)

Computer Program 15
II NASA 50,000 fps Trajectory 48

III CABLE Results for Temperature Distributions Through the
Charring Ablator and Boundary Layer, Pyrolysis Gas Rates,

_ and Char Recession Rates: Apollo Stagnation Point During< Typical Superorbital Reentry 60
l

,! LISTOFFIG--S
Title

! I I. Correlation of In-Depth Temperature Response of Apollo

Flight Data Using 0.3-Inch Thermocouple as a Driver 44

I _ 2. Comparison with Ground Test Data of Noncokin__Fissure

l Surface Thermochemistry Model Including B_P Correla-tion for Mech_ical Removal of Silica 45

I 3. C)mparison of Surface Thermochemistry Maps for Non-
fissure Model with Rate Law for Mech_ical Removal of

Silica as Gener%ted by BLIMP and ACE Programs (HT =

25,000 Btu/ib, PT2 = 0.028 atm) 46

!
!

I

1969008458-008



LIST OF FIGURES (continuedt - i

Fi_ Title Page l i
l

4. Boundary Layer Solutions Along Apoll_ Windward Ray for I

Fissure and Nonfissure Models Considering Steady-State ,
Surface Energy Balances for Typical Superorbital Tra- |
jectory (Time = 30,030 sec) l
(at Surface Recession Rate 47

(b) Surface Temperature 47 I

5. Convective and Radiative Heating Rates to Stagnation Point
of Apollo vehicle During Typical 50,000 fps Reentry 49

6. Temperature Distributions Across Apollo Stagnation _)oint
Boundary Layer During Typical 50,000 fps Reentry 49

7. Mole Fractions Across Apollo Stagnation Point Boundary
Layer During Typical 50,000 fps Reentry 50 L

8. Surface Temperature IIistory for Apollo Stagnation Point
During Typical 50,000 fps Reentry 51 l

9. Surface Recession Rate History for Apollo Stagnation

Point During Typical 50,000 fps Reentry 51
Ji0. Surface Recession History for Apollo Stagnation Point

During Typical 50,000 fps Reentry 52

ii. Correlation of Surface Recession Rate Versus Radiative I
Heat Flux for Apollo Stagnation Point During Typical
50,000 fps Reentry 52

e

12. Effect of the Radiative Coupling on the Temperature I
Distribution for Typical Apollo Superorbital Trajectory l

(Time = 30,045 sect 53
T

13. Effect of Coupling on the Spatial Distribution of the I
Radiating Species for Typical Apollo Superorbital Trajec-
tory (Time = 30,045 sect 53

14. Spatial Distributions of the Radiative Fluxes in the
Positive and Negative Directions for Typical Apollo
Superorbital Trajectory (Time = 30,045 sec) 54 i15. Components of the Radiative Flux Directed Toward the
Wall for Typical Apollo Superorbital Trajectory (Time =
30,045 sec) 54

16. Spectral Distribution of the Continuum Flux Directed
Toward the Wall for Typical Apollo Superorbital Trajectory
(Time = 30,045 sect 55

17. Effect of Radiative Coupling on the Net Radiative Flux q
Distribution for Typical Apollo Superorbital Trajectory
(Time = 30,045 sec) 55

!

1

11
I

1969008458-009



I
LIST OF FIGURES (concluded)

I Fi_ Titl_e

18. Temperature Histories for Typical Superorbital Trajectory
with Fissure and Post-Peak Fissure Models

I (a) Surface Temperature 57

(b) 0.3 Inch from Initial Surface 57

I (c) 0.9 Inch from Initial Surface 58
19. Surface Recession Rate Histories for Typical Superorbital

Trajectory with Fissure and Post-Peak Fissure Models 58

I 20. Elemental Mass Fractions Across Apollo Stagnation Point
Boundary Layer During Typical Superorbital Reentry
(Time = 30,020 sec) 59

!
i
!

,!

[

!

• I vii

!
!

1969008458-010



LIST OF SYMBOLS 1

I'b line shape function i

B Planck function !

c mc/PeUeCM _,_
B'

g _g/PeUeCM

c speed of light -_"
--J

E black body emissive power

e charge on an electron _

_n "exponential integral of order n

F± one-sided radiative flux

f stream function; oscillator strength of a line

h Planck's constant

HT total enthalpy

k Boltzmann' s constant _i
--o

K Prandtl mixing length constant

:i
Kc Clauser parameter .!

£ mixing length

r,_ mass of an electron

_ char mass ablation rate
c

mg pyrolysis gas mass flow rate ]

N number density

P pressure ._

Re G Reynolds number based on 6

r local radius for axisynuuetric body

o i!s s trea_eise distance

surface linear recession rate

()

v.i I]

. mizm _ III I II IIIII I II I HI ! i

1969008458-011



I LIST OF SYMBOLS (continued)

T temperature

u velocity in s direction

v velocity in y direction i

I +y normal spatial coordinate

+

Ya proportionality constant in mixing length relation

GREEK SYMBOLS

oH normalizing parameter used in definition of n

B strean_ise pressure-gradient parameter

Ii _ reference thickness defined by Equation (19)

6* boundary layer displacement thickness

I! ( emissivity; eddy viscosity

transformed coordinate for bound_-ry-layer normal

I_ direction (defined differently for laminar andturbulent boundary layers)

e time

I! _ shear viscosity; absorption coefficient

_' abs_ ._tion _oefficient corrected for induced

" emission
u kinematic viscosity; photon _requency <

I _ transformed coordinate for boundary-layer stream-+ wise direction (defined differently for laminar
and turbulent boundary layers)

I 0 density //PeUeCM mass transfer coefficient

I _ shear; optical depth
¢ intermittency factor

i+

ix .+

J

-!

1969008458-012



LIST OF SYMBOLS (concluded)

SUBSCRIPTS I !

e boundary layer edge i

i species i I

j absorbing level j

k element k; line _- I i
w wall

v spectral quantity I _

SUPERSCRIPTS I

C continuum quantity

IL line property

< unity for axisymmetric and zero for planar flows

* normalized by PeUe_er O /(26) condensed species

' (prime) fluctuating quantity; derivative with

r_spect to n i] i,averaged quantity

]

1

I

!

!

!

- !

!

1969008458-013



!
I FURTHER STUDIES OF THE COUPLED CHEMICALLYREACTING BOUNDARY LAYER AND CHARRING ABLATOR

I SECTION 1

i INTRODUCTION

In a previous effort, reported in Reference i, analyses and computa-

i tional procedures were developed for representing laminar nonsimilarchemically-reacting boundary i_ _ for general chemical systems, for rep-

resenting one-dimensional charring ablation response, and for coupling these

I procedures. In the ensuing eighteen months these procedures have been exer-
cised extensively until they now might be considered fully operational. In

addition, the boundary layer procedure has been extended to include nongreyradiation absorption and emission and a turbulent boundary layer development

has been initiated.

The codes developed under the previous effort are summarized in Section

2. These consist of the laminar boundary layer procedure, the charring

I! ablation procedure, a chemical state routine which among other options eval-
uates surface ablation phenomena in terms of convective transfer coefficients,

and procedures for coupling the charring ablation routine with the transfercoefficient approach and with the boundary layer procedure. A turbulent

constant properties nonsimilar solution procedure is summarized in Section 3

" and discussed in detail in Part IV of the present series of reports. An
analysis and computational procedure for evaluating nongrey radiant heat

flux is summarized in Section 4 and discussed in detail in Part III of the

I present series of reports. A procedure which couples this radiation routine

into the laminar boundary layer program is described ir qection 5. Solutions

I generated with these codes for various Apollo superorbital reentry problems //are presented in Section 6, whereas a detailed evaluation of the Apollo heat

shield material response is presented in Part II of the present series of

I reports. Summary and recommendations are presented in Section 7.

i ,

i .

!I
i
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I SECTION 2

SUMMARY OF COMPUTER CODES DEVELOPED

I UNDER PREVIOUS EFFORT

A number of mutually compatible computer codes for representing coupled

I or uncoupled chemically reacting boundary layers and charring ablators were
developed under a previous effort. The resulting computer codes are summa-

r_zed in Reference 1 and described in detail in References 2 through 5. These

I codes are identified as follows:

a. Charring Material Ablation (CMA) program

I b. Boundary Layer Integral Matrix Procedure (BLIMP)

c. AerothermChemical Equilibrium (ACE) program

I d. Coupled Ablator/Boundary Layer/Environment (CABLE) program

The CMA program can be operated independently for obtaining the in-depth re-

I sponge of charring (or noncharring) materials for assigned ablation rates
and surface temperatures. The ACE program can be operated independently to

i determine the equilibrium chemical state for a variety of open and closedsystems of arbitrary elemental composition an_ in one option, provides sur-

face chemistry and mass-balance tabular data to the CMAprogram for transient

I harring ablation calculations. (In this surface state option the name ACEis somewhat misleading because the capability exists to consider rate-con-

trolled surface reactions.) The BLIMP program can be operated independently

I provide multicomponent boundary layer solutions for a
to nonsimilar laminar

variety of uncoupled, partially coupled, or coupled steady-state ablation

i urface boundary conditions. Finally, the CABLE program calls the CMA andBLIMP programs as subroutines to provide fully coupled transient charring

ablation solutions. The present status of these routines is summarized in

I the following subsections. /

2.1 BOUNDARY LAYER INTEGRAL MATRIX PROCEDURE (BLIMP)

I The BLIMP program solves the nonsimilar two-dimensional or axisymmetric

laminar boundary layer by a novel procedure which is capable in a practical

I imit of yielding "exact" solutions for the equations considered. The equa-
tions which are solved, the solution procedure which is utilized, and the

characteristics of the program are described in detail in Rsference 3 and are

I summarized in Reference i. A comprehensive up-to-date user's manual is avail-

able as Reference 6. The program is virtually unchanged since the writing of

• References 1 and 3 with regard to the physical and chemical models which are

• considered and the basic solution procedure which is utilized. However, many

• detailed improvements have been made, particularly in the convergence procedure,

i,
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which have el_vated the program to an operational status. Therefore, the _

present discussion will be limited to a brief discussion of the current status

of the p. ogram; the reader is referred to References 1 and 3 for further

details.

The BLIMP program applies to general chemical systems, considering equi- ..

librium with the exception that selected species or component mixtures can

be considered to be frozen, and rate-controlled surface reactions or surface-

catalyzed homogeneous reactions can be taken into account. Multicomponent

diffusion and thermal diffusion are treated through the us2 of convenient

correlation equations for binary diffusion coefficients and for multicomponent _.

thermal diffusion coefficients, respectively, described in Reference 4.

The surface boundary condition admits discontinuous injection of chemi- .[

cally-reacting component mixtures such as one might define for a char and

pyrolysis gas. These injection rates can be assigned together with surface

temperature; surface _,_.librium or rate-controlled surface reactions can be _"

specified for assigned injection rates or assigned surface temperature; or -_

surface equilibrium with a steady-state surface energy balance can be con- !

sidered. The BLIMP code also serves as a subroutine to the CABLE program

in which case the CMA program provides to BLIMP, in effect, a transient sur-

face energy balance (this is discussed in Section 2.5). _!

The BLIMP program calculates its own boundary-layer edge condition by -!

performing an isentropic expansion given stagnation conditions and pressure

distribution around the body. An incident radiation flux can be taken into --
f

account when a surface energy balance s considered. This incident flux is

considered to enter into the surface energy balance without being attenuated

in the boundary layer. (A procedure for obtaining radiation-coupled boundary iI_layer solutions, termed the RABLE code, is described in Section 5.)

boundary-layer equations are transformed into modified Levy-Lees _I
The

coordinates, D and _, the modification being that the normal boundary layer

coordinate _, is stretched by a variable _H(_) which is determined during the _I
course of the calculation by a constraint such that the nodal system grows _!

(or shrinks) with the boundary layer thickness.

_|

The numerical solution procedure which is e_ployed, termed an integral- !_

matrix method, was developed specifically for the present requirements. In
T]

particular, it was desired to minimize the number of entries into the conser- _i

ration equations because of the relatively large times associated with the

"7 _ " --
/
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determination of the state for a general chemical environment and to take

large steps in the streamwise direction since the boundary layer procedure _

was to be coupled to an in-depth conduction solution. /

For a given accuracy, the number of entries into the conservation equa--

i tions necessary for solution in the surface normal direction is controlled

primarily by the nature of the functions which relate the dependent variables

- (and their derivatives) to the independent variable. Thus the continuous
functions typically used in integral relations approaches require fewer en-

tries than the discontinuous functions implied by most finite difference

approximations. In order to permit relatively flexible profiles, sets of
connected quadratics* were selected to relate total enthalpy, velocity ratio,

i and elemental mass fractions to their derivatives with respect to _ throughthe use of Taylor series expansions. The derivatives of these quadratics

are continuous at the connecting points resulting in smooth but flexible

I profiles.

Following the general integral relations phraseology, weighting func-

I tions must be selected.** In the present development, this selection was

based primarily on the complexity of the resultant algebra. Calculations

r_ performed (Reference 3) using a differential approach and using step weight-

i: ing functions similar to those used by Pallone (Reference 8), indicated,

when other aspects of the procedure were unchanged, no apparent superiority

ix. with regard to accuracy or stability. Because all of the complexities intro-
duced by the generalization of t thermodynamic and transport properties of

the system occur within divergence terms, square-wave weighting functions

i produce markedly simpler algebra and, consequently, were adopted for the

present procedure.

I In order to achieve relatively large spacing in the streamwise direction, /

an iterative procedure is used to assure accuracy and stability. The specific

treatment adopted in the current method follows most closely the matrix pro-

cedure used by Leigh (Reference 9) wherein the iteration is a consequence

i of the solution of a set of linear and nonlinear algebraic relations with the

Connected cubics were originally chosen (Reference 3), but connected quad-

I reties have proven to be better behaved for highly blown boundary layersand with little or no loss in accuracy for less severe problems.

**As pointed out by Dorodnitsyn (Reference 7) differential procedures can be i

_! considered within this framework since they can be considered to employDirac delta weighting functions.

...... _ - - ' IIII
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nonsimilar terms represented by quadratic finite difference relations).

Whereas a special successive approximation procedure was used by Leigh, the

general Newton-Raphson technique is used in the present procedure. This I
i

technique results in linearized coupling between all relations required to 4

characterize the boundary layer, and thus assures a more rapid and stable t

iterative convergence. I

In the general Newton-Raphson procedure, the nonlinear equations (the l
boundary-layer conservation equations and some of the boundary conditions) |
are linearized with respect to the primary dependent variables, and the

errors introduced by the linearization are driven toward zero by iteration. I

This yields a matrix of equations of the form

1
_N n

= -Eo CEn) (ll

where En represents the nth equation, Vj signifies the jth primary dependent i

variable, ERROR(En) represents the error in the nth equation resulting from ]

the previous iteration, and dVj is the correction to be added to the variable

Vj for the next iteration. The procedure thus requires an inversion of the _ i

matrix of derivatives _En/_V4J to determine the &Vj. An elaborate system of
tests are performed to dete_._mine a damping factor which is then applied uni-

formly to all corrections. ]

The BLIMP program contains approximately 5,000 instructions. The number

of nodal points and the number of elements are the most critical dimensioned _I

variables, in regard to both storage requirements and computational speed.

Two versions currently exist_ BLIMP1 is dimensioned for seven nodal points, _/_

five elements plus electrons, 30 species, and 20 streamwise stations; whereas _/

BLIMP2 is dimensioned for 15 nodal points, seven elements plus electrons, 60

species, and 40 streamwise stations. BLIMP1 fits on the Univac 1108 without _I
J

overlay, but requires an efficient overlay on most 32,000 word machines, while

BLIMP2 requires the same overlay on the Uni ,ac 1108. D

The BLIMP program takes two to three seconds per iteration on the Univac

ii0_ computer for a 7 node, 5 element, 30 species problem. The number of

!!iterations required differs substantially according to the severity of t,_.

problem (the nonlinearity introduced by the chemistry events) and the first

guesses. Typically I0 to 20 iterations are required for stagnation point _,
!!

;I
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solutions involvin@ complex chemistry starting with built-in, uninspired _

first guesses,* while downstream solutions require 3 to 6 iterations depend- :

ing upon streamwise spacing. Thus a solution for a stagnation point plus

12 additional stations (this is sufficient to go around most bodies) would

typically require 60 to 80 iterations corresponding to 2-1/2 to 3 minutes on

the Univac i108. :_

The BLIMP program has been checked out for the Apollo heat shield mate-

rial in all of the applicable options. Solutions for a typical superorbital _L

reentry trajectory are presented in Part II of this series of reports and

are summarized in Section 6.4. Results for a 50,000 feet per second trajec-

tory are also presented in Section 6.4. The BLIMP program has also been

used extensively for the ablation of carbon in air (e.g., Ref. i0). Solutions

have been generated for a number of additional problems such as teflon in air,

graphite in a Venusian atmosphere, and injection of exotic transpirants such

as hafnium tetrachloride and phosphorous pentoxide into air while maintaining

surface equilibrium and steady-state energy balances over an ablating carbon

surface.

2.2 CHARRING MATERIAL ABLATION (CMA) PROGRAM

The CMA program predicts the temperature and density histories of a

thermally decomposing material exposed to a hyperthermal environment which

supplies heat and whlch may chemically erode the material surface. The theo-

retical analysis, finite-difference solution procedure, and program charac-

teristics are presented in detail in Reference 2 and are summarized in Ref-

erence 1. A user's manual is available as Reference ii.

Heat and mass transfer within the charring ablator is considered to be

one-dimensional, but the thermal streamtubes are allowed to have arbitrary /_-_

cross-sectional area. A general model for in-depth decomposition is consid-

ered. In one option detailed surface thermochemistry is considered, including 7

selected rate-controlled reactions, and liquid-layer removal and mechanical

spallation are taken into account through the use of a fail temperature for

each candidate surface material.

The complex phenomena associated with the decomposition of the virgin

material into a char and a pyrolysis gas are considered to be represented

Typically 4 or 5 iterations are :equired for equivalent compressible non-
reacting boundary layer problems.

_w
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by the conventional "simple physics" model

virgin plastic _ char + pyrolysis gas (2)

The virgin material is permitted to decompose while considering parallel

Arrhenius type rate laws for .hree different constituents. The pyrolysis

gases which form are considered to be in thermal equilibrium with the char,

but no further chemical reactions with the char are permitted until the sur-

face is reached. Cracking or other chemical reactions involving only the

pyrolysis gases may be simulated with an appropriate gas enthalpy-temperature

relation. However, coking of the pyrolysis gas to deposit carbon on the char

is not permitted.

The CMA program permits up to eight different backup materials of arbi-

trary thicknesses. The back wall of the composite material may transfer

energy by convection and radiation or may be insulated. Three options exist -_

for the ablating surface boundary condition when CMA is operated as a main

program:

Option 1 - Transfer-coefficient model for convection-radiation heating _,

with coupled heat and mass transfer considering de% tiled

surface chemistry events. -

Option 2 - Specified surface temperature and surface recession rate -"

Option 3 - Specified radiation view factor and incident radiation flux,

as functions of time, for a stationary surface. !

Any combination of these options may be used for a single computation. "i

Option 1 is used when it is desired to predict ablation rates and surface

temperatures as well as in-depth response. This option utilizes tabular "i 1'9"-
data supplied by the ACE program (see Section 2.3) and is discussed in Sec- /
tion 2.4. Option 2 is useful for evaluating in-depth thermocouple data.

Option 3 is appropriate to cooldown after termination of convective heat _i
r )

input and is often useful in conjunction with Options 1 and 2. --

In another configuration, the program may be coupled to the boundary

layer integral matrix procedure (BLIMP). In this arrangement, the total

assembly is designated the CABLE program and is described in Section 2.5 _}
below.

Material properties such as thermal conductivity, specific heat, and _i

emissivity are input as functions of temperature for virgin plastic and char.

I II I I Illl I II I ...... I _[ " _l
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l For partially decomposed material, the program performs an appropriate aver-

aging to determine effective material properties.

!
An implicit finite difference solution procedure is employed in the CMA

_rogram. The following principles of differencing and nod_l sizing are em-

I ployed:

I (i) The nodes have a fixed size. This avoids the slight additionalcomputation complexity of shrinking nodes, and more importantly, makes prin-

ciple (2) below easier to satisfy, in addition to preserving a useful nodal

I spacing throughout the history of a given problem.

l (2) Since the nodes are fixed in size, not all of them can be retainedif the surface of the material is receding due to chemical or mechanical

erosion. From time to time a node must be dropped, and experience shows that

I it is much more preferable to drop nodes from the back (nonablating) face ofthe material rather than from the front face. This means that the nodal net-

work is "tied to the receding surface," and that material appears to be flow-

I ing through the nodes. This involves a transformation of the differentia_

equations to a moving coordlnate system and somewhat complicates the algebra

I of the difference equations modeled on these differential equations. Dis-posing of nodes from the front surface, however, often leads to undesirable

oscillations.

!
(3) The difference forms of derivatives are kept simple and are formed

i so as to provide a direct physical analog of the differential event leadingto the derivative. This approach may be contrasted to those approaches which

seek elaborate difference approximations to derivative expressions. Experi-

I ence shows that the scheme adopted here, while sometimes at a minor disadvan- //rage in accuracy, greatly simplifies the attainment of a major objective:

a difference scheme which cos,serves energy and mass. Many of the more elabo-

I rate difference schemes fail to meet these "simple" but crucial conservation
criteria, and hence frequently converge to erroneous or spurious solutions.

I (4) The difference equation for energy is formulated in such a way that

it reduces to the difference equation for mass conservation when temperatures

l and enthalpies are uniform. Any lack of consistency between the energy andmass equations complicates, and may entirely defeat, convergence to a meaning-

ful result.

!
!
!
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¢

(5) The difference energy equations are written to be "implicit" in

temperature. That is, all temperatures appearing are taken to be "new" un-

known temperatures applicable at the end of the current time step. It is

well established that implicit procedures are generally more economical than

explicit procedures, at least for the majority of ablation problems of interest

in the current work.

(6) In contrast to point (5), the decomposition relations are written

as "explicit" in temperature. To implicitize temperature in these highly

nonlinear equations necessarily involves either a time-consuming iteration

procedure or an elaborate linearisation, i

(7) Since experience has shown that material decomposition rates are --

strongly dependent on temperature, it is highly desirable to perform the mass

balance operations in a different, tighter network than that used for the

energy balance equations. For greatest generality and utility, the number
Jof these mass balance "nodelets" per energy balance "node" are freely

selectable.

]
The storage requirements for the CMA program depend strongly upon the

coupling mode in use. Coupling to a film coefficient model for the surface ]

energy balance (Option i) involves considerable table storage, hence the ]

progranl barely fits a 32,000-word machine with full table sizes adequate to

treat a wide variety of problems. In certain cases a reduction in table I
i

sizes will allow the program to fit on a smaller machine. As a subroutine to

the CABLE program or with use of Option 2 or Option 3, the need for storing

extensive boundary condition tables is eliminated. In these cases, the CMA I

program requires less than 8,000 words of storage.
/-

option2 has been used extensively without difficulty in the evaluation I /

of material thermal properties models from in-depth thermocouple data. A

study of the Apollo material thermal properties model is reported in Part II _

of this series of reports. A typical result from this study is presented

in Section 6.2. Experience to date with Option 1 is discussed in Section 2.4.

2.3 AEROTHERM CHEMICAL EQUILIBRIUM (ACE) PROGRAM

The ACE program solves for equilibrium chemic_l composition for a variety

of open or clo4ed systems of arbitrary chemical composition. The ACE program

is an outgrowth of the chemistry subroutines of the BLIMP program which, in

turn, can trace their origin to the Equilibrium Surface Thermochemistry (EST) ii

illii i i iii___ii -|
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program (Ref. 12). The ACE program was developed as a byproduct of the cur-

rent effort and, as a consequence, a c3mprehensive user's manual does not

exist. However, the ACE program has been used extensively in the Apollo

material studies presented in Part II of this series of reports and for this

reason the characteristics of the program are summarized in this section.

The equations which are solved, the solution procedure which is utilized,

and the program characteristics are described in Reference 5 and are summa-

rized in Reference 1.

L The ACE program has the following major options:

1. Evaluation of chemical state for assigned pressure, elemental compe-

l sition of several component mixtures can arbitrarily,
which be defined

and either enthalpy, entropy, or temperature

I_ 2. Solution of oblique shock relations to provide the state of the gasesdownstream of the shock and the isentropic stagnation state.

3. Calculation of surface mass balances to determine a relationshipbetween normalized char recession rate, normalized pyrolysis gas

rate, surface temperature, and pressure while considering equilibrium

between the char and gases adjacent to it or while considering se-
lected rate-controlled surface reactions.

All of these options are formulated for completely general chemical

systems. Consideration of any molecular, atomic, ionic, or condensed species

Ii requires only the inclusion of the basic thermodynamic data appropriate forthat species. These data are obtained, for example, from the JANAF Thermo-

chemical Data Tables and include heat of formation and curve fit constants

for entropy and specific heat. /
Not too unlike the BLIMP program, the ACE program uses general Newton-

Ii Raphson iteration. Very elaborate convergence damping and rescue procedures

have been developed over the period of years with a result that the program is

ii very reliable. The solution procedure is discussed in some detail in Refer-ence 5.

I_ For most options a rather complete state of the system is generated which
includes compositions, thermodynamic and transport properties, and property

- and composition derivatives (available as a consequence of the Newton-Raphsonsolution procedure). The surface state option provic _s additional information

as discussed below.

HI V - -- Illill all If illJ It III _ _ |
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The surface state option of the ACE program contains a number of fea-

|tures which make it useful in the analysis of ablation data.* In the first

place, one does not have to choose a priori the surface species. For ex-

ample, in the case of the Apollo material, the program will determine from l
m

the surface equilibrium lelationships whether the char surface is SiO2*, C*,

SIC*, Si* or Si3N4*. Secondly, each condensed species can be assigned a m

fail temperature above which it is not allowed to serve as the surface. This i

capability can be used to represent mechanical removal of a species which may

want to percipitate out but which has poor bonding characteristics or a rpe-

|cies which waz_s to appear above its melt temperatune. Thirdly, it is possi-

ble to chemically isolate species or component gas mixtures fro!_ the system

or to consider rate-contr_lled surface reaction_ or surface-catalyzed homo- I
m

geneous reactions. In Part II of this series of reports, these latter two

capabilities are used in conjunction with each other to develop a rate law •

Ifor the mechanical removal of silica for the Apollo heat shield material

based on a correlation of ground test data. A fourth major capability o£

the ACE program is that it permits consideration of unequal diffusion coeffi- 1
icients as well as unequal heat and mass-transfer coefficients through an ap-

plication of the same approximation for binary diffusion coefficients utilized

in the BLIMP program. This approach is developed in Reference 13. A princi- i

pal limitation of the ACE program is that the surface is required to consist

of a single condensed species. Thus, the surface of the Apollo material

might be C* with SiO2* and/or SiC* failing, but C* and Si02*, say, cannot

serve simultaneously as the surface material.

The surface state options of the ACE program provide char r_cession rate

normalized by a mass-transfer coefficient, and other information needed to __/_

Yperform an energy balance on the surface of a charring ablation material, as

a function of pyrolysis gas rate normalized by the same mass-transfer coeffi- •

cient, surface temperature, and pressure. It thus does _lot by itself consti-

tute an ablation prediction tool. In the first place, it is necessary to

specify the mass-transfer coefficient and this cannot be done precisely with-

out solving the boundary-layer equations. Secondly, the determination of _I

surface temperature requires the solution of a surface energy balance. One .I

procedure which is used for ablation predictions is to generate surface state

solutions with the ACE program in the form of punched card output. This is I

then used as input to the CMA program (Option I) which performs the s_rface

energy balance. This is still only a partial theory, however, %n that the _

*T_Jese same features are in the surface chemistry options of BLIMP. I 1

'i
I
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transfer coefficients must still be specified. These can be obtained from

I correlations of boundary layer solutions obtained, example,
for from the

BLIMP program. On the other hand, the BLIMP prDgram operated in its steady-

I state energy balance option and BLIMP coupled with CMA through the CABLEprogram constitute complete coupled theories. The CMA/ACE approach is de-

scribed in Section 2.4, whereas the CABLE program is described in Section 2.5.

I
In spite of the fact that the ACE program was developed as a byproduct

of the present study, it has through utilization become a very reliable pro-

I gram, seldom failing to yield a valid solution for any of its options. How-

ever, further documentation and cleanup is required before the program can be

I considered fully operational.

A systematic study of ground and flight test data for the Apollo heat

Ii shield material using the ACE as the principal computational tool is
program

presented in Part II of this series of reports. Some representative solu-

tions are also presented in Section 6.3 of this summary report.

2.4 CMA/ACE COUPLING PROCEDURE

[ The CMA/ACE approach, described in Reference i, provides an economical
means for obtaining transient charring ablation predictions while considering

i_ detailed surface thermochemical events. The CMA and ACE programs are mechani-cally decoupied, punched card output from ACE being used as input to the CMA

program. However, the final result is effectively a coupled solution. The

ACE data provides the surface mass balance and surface equilibrium (or non-

equilibrium) constraints while the CM_ program provides the pyrolysis gas

rate and conduction term and solves the surface energy balance. However, as

I mentioned previously, this is a partial and thus approximate coupled procedure /

J

hfor the following reason. In the CMA/ACE approach the user must specify a

i nonablatin 9 heat-transfer coefficient, a relation between heat- and mass-transfer coefficients, and a blowing reduction relationship.

I Fully coupled (complete) solutions can be generated for some problems
by the following approach. First, the BLIMP program is run with no injectlon

for the flight conditions of interest and with various char and pyrolysis-gas

i injection rates covering the anticipated ranges of these parameters. The
latter are correlated to determine a blowing reduction law and a relationship

I between heat-- and mass-transfer coefficients, while the former provides non-ablating heat-transfer coefficients. This information is then used as input

to the CMA program, together with the tabular ACE data. Spot checks of the

.J
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CMA results can then be made by running the BLIMP program with char and pyrol'-

sis gas injection rates and surface temperatures assigned at the values gener-

ated by the CMA solution, and comparing the resulting heat- and mass-transfer

coefficients with those used in the CMA sol'ition. This process can then be

repeated if discrepancies in the transfer coefficients appear to warrant such

action.

This process can be made to duplicate the results of fully coupled CABLE

solutions (which couples BLIMP and CMA directly) at the stagnation point for -:

assumed equal diffusion coefficients, but is only approximate for downstream i

stations or when unequal diffusion effects are considered. The reason for

this is that the CMA and ACE programs are based on a single mass-transfer co- I
l

efficient, PeUeCM , whereas in nonsimilar or unequal diffusion problems the

0eUeCMk will in general differ for each chemical element. One of the primary I

purposes of the approximation for unequal diffusion coefficients (Refs. 4 and I

13) which is employed in the ACE program is to redefine the driving potential

for mass transfer such that the PeUeCMk tend to become equal. The success of I
this operation has never been thoroughly tested, but preliminary BLIMP results I
(Ref. i0) for ablation of carbon in air are very e_ .ouraging, at least for

that three-element system. In a like manner, the PeUeCMk cannot be expected I

to always be equal around the body, even for assumed equal diffusion coeffi-
l

cients, as a consequence of nonsimilar mass injection distributions, i

The coupled computation procedure constituted by the CMA and ACE programs

has been applied to a wid_ variety of materials of technical interest with T

excellent to poor correlation depending upon the particular material and bound- |=

ary conditions. Any discrepancies between predictions and data have been _ /

clearly attributable to effects not considered in the calculation (but avail- _able in the programs), effects not considered in the programs, or to ill-judged

boundary conditions or material pxoperties. The approach is fully checked out

and operational for the physical and chemical models currently employed. Oc- __

casionall.y an iteration stop is encountered because the surface energy balance

fails to converge, but this can usually be traced to incomplete ACE tables or _
=!other input consideration and can be easily corrected.

Computation time depends, of course, on the problem being computed, but il

experience to date indicates that CMA computations run in roughly i/3 of real

time for "typical" charring material problems for machines of the IBM 7094 "_ i

speed class. Predictions generated for recent Apollo superorbital reentry

trajectories are presented in Part II of this series of reports and summarized i

in Section 6.7 of the present report. !I I

!1'
• . Jl_

.J
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2.5 COUPLED ABLATOR/BOUNDARY LAYER/ENVIRONMENT (CABLE) PROGRAM

I The Coupled Ablator/_oundary Layer/Environment (CABLE) program is a

computational procedure which couples the one-dimensional transient response

I f a charring heat shield material to a chemically reacting two-dimensional
laminar boundary layer. The CABLE program incorporates subroutine verslons

of the BLIMP program (described in Section 2.1) and the CMA program (described

I in Section 2.2). The features of the CABLE program and the mechanics of cou-

pling are discussed in this section, while the coupling procedure is demon-

I strated further by an Apollo superorbital reentry problem in Section 6.8.

All of the features of the BLIMP and CMA programs pertinent to the coupled

I problem are retained in the CABLE program. The models employed in the CABLE
program are summarized in Table I. The operationa] status of the various

aspects of the computational procedure are also summarized therein. It canbe seen that most considerations are fully operational, including all aspects

of the in-depth response of the ablating surface material and the nonablating

I backup materials. Certain aspects of the boundary-layer solution cannot beconsidered fully operational until such time that the procedure is checked out

for the wide variety of materials, environments and flight conditions for

I which it is
presumably applicable.

I The CABLE solution procedure is virtually the same as reported in Refer-ence i. As discussed therein, several approaches for coupling the boundary

layer and charring ablation solutions were considered in the development of

I he CABLE program. The method which was finally adopted was selected on sev-e-al bases: it inakes us& of options of existing programs which are well exer-

cised and known to perform well, it avoids extrapolation of surface boundary /
I conditions, and it avoids repeated (iterative) solution of the boundary layer !and transient charring ablation response. .he various other methods which

I ere considered were inferior in one or more of these considerations. Further-more, storage requirements and computational time are improved relative to

most if not all of the other methods considered.

In the procedure which was adopted, the transient char_±ng ablation solu-

i tion is effectively the controlling program. The charring ablation solution
_" a given station proceeds noniteratively, calling the boundary-layer pro-

cedure as needed to supply the surface boundary condition. The complete tran-

I sienthistory at each axial station is performed prior to advancing to thenext axial station. This is accomplished by performing sets of nonsimilar I

boundary-layer solutions at the current station for a discrete array of times

! J

II III _

1969008458-027



-'15-

O_

.,-I

o

u3_ ,-4 ,--I _1 t-t _1q-i r--I

0 0 _-- ..--. 0 0_),_ 0

o _ _ _ _ _ • ._
0 0 • _ 0 0_ 0

Z; J
__ ,

0 -,_ _ _n
_> _ _ o _ 0._0

=o_.._ _ o ._,
._ -,_ _ _ _ _

=_ ,=,_o_=__ _, _ ...,o°,-, ..,°°o,o.,..,_.__ _Ofl 0 _ _ ,-_ N_O _ _ _0 c; 'H _ _ _"_ -,_ _ _ •

_o ,_,.._o_,,-,,..,°°°,-,°o.-'o ._ ..-,°°,.,°o_o_,o',,-',_._' -
o_l '"'_,_==='_='o_ "_ _ _ _ _§_'o_o

° ° _.; _,o.-, ._ ,.,=o= ,_,,.,..=_

° ° 2i[
0 H
_ a

M

•_ -,4

•,.4 _ _1 l_

_.1 .,4 _ _ _:J 0

,'il° -_ _ o o

o ° ° ° °_° ° ° iI
M

M M

t
i ili ii i ii r i111Ililll_l I _ - _'1

/

1969008458-028



I -16- _

I

_ I co I "_ "4 .r-I

_ _ o_°o_._ _ o o _ _
. ._,._ u) _ _ 0 • _ _ _

_.-I _.0 _ _ ,-_,_ O'lO

ooo o
V) I:::no.

I I I 0 .He=
• 0 I _ =.,-t 14,-4 O'O

•,_ _ 0 0 m _ '0 :_

n:/ 0 0 _ =-,4-,_ =
O = 0 1_1-,4 • _ M .,4 _SO._aj.,_

,'4 0_0

4J 14 I'4• 04J • _0 0 ,_4J _.,4
•,..I• _) _) _ _ "_.E'.,44-I .,-m _ _ el,_ _ oo,. ._ o_ ®_i ®°_

,_ _'_,.._ H I_q',,I O q-I -IJ {[J H J_l_ E,-I

I _ //''tl m tl .,-I
_ 0

•H ,IJ -IJ 14

I/) o)

• • (a RI_ _ ,.4

H
H M
M M

I

I 111II Iiii1[1111_

./

] 969008458-029



-17- i

]
I _ _:>

•_ O-,d Id 0 u._'0 -_ ..el-_

,--i0 .,-iu )4 '_ _ _ _ cl -._,_ :3_1 0_0 o 0 o o

_ .- • o 0 .,-I • 0 0 o 0 o

OI .,-t 1_ 0 o o 1,4o I_ H H H H
_ 0 l_,--I _1 o D • ,-.t ,-I ,-t H

,; o J
I 'El '_'0 - },-i I 59 I ,,IJ

!" "_'__ -_ '_._ -_=o_="_ _

_u

oc o _ • _.o o-,_ m ._)_,u ,n.,_ _ • • o)_ m m.,_._ o.,_

_I m _ m,.cl o (_ _ _: • 0-,4 0 _ _) • • l_,._ _ ¢) ,,,0 _ _ _ _ _1_ • n.o

° ° Vim 0

o .u m _ • o_ _l[
J)4 _ )4 )4 0 4,.)_

_1 -,d.,d _ 0

t

_II llll _,,Jillll III IIIIII _ II _ I

1969008458-030



{ -18-



-19-

.2

normalized pyrolysis-gas mass flow rates (m_), and normalized char mass(el),

flow rates (m_) (or surface temperatures, Tw, when m* = 0) which bracket the

current values for these parameters. Calculations for intermediate times and

intermediate values of _* and _* (or Tw) are then performed by interpolation -_g c
as they are needed for the charring ablation solution. (It is significant _

that only those members of the m* _* (or Tw) array needed to contain currentg' c -_
values are considered, and that at any instant, these are required for cnly a

pair of times.)

When the charring ablation solution proceeds to the point where the I

m* or m* (or Tw) reaches a currently bracketing value the BLIMP programg c

is called upon to provide solutions for the next entry of the parameter which I

"* or m* is being considered, the
J

is about to be exceeded. Whenever a new mg c

BLIMP program is also called upon to generate surface equilibrium calculations T

to determin_ the surface temperature at which ablation would commence so that I

the CMA program will be able to move from Tw to m* (or vice versa) as an in-c

dependent parameter. When time @i is approached, a CMA solution is performed ]

at precisely that time and a BLIMP solution is generated for the resulting !

Tw, _* and _*. There then serve as the coupled charring ablation and bound-

c |ary layer solutions at that time. The BLIMP program is then called upon to

generate solution3 for the next time, 8i. I, for the currently bracketing val-

ues of m_ and _ (or Tw if nonablating) and to determine the ablation tem-
peratures for the current m* and new time. These solutions are placed over !g

those _or time @i-i (which are no longer needed) by a tape flip-flop procedure.

The coupling procedure was illustrated schematically in Reference 1 I

r
and will be demonstrated further in an Apollo superorbital reentry problem

presented in Section 6.8.

Since the writing of Reference l, the major improvement of CABLE has

|been the vastly improved reliability of the BLIMP subroutine. During the

early portion of a superorbital Apollo reentry, mass injection rates typically

become very large and the boundary layer can be blown off the surface. (This I
Iwill be illustrated in Section 6.8). Also, complex chemistry and mechanical

removal processes are taking place. However, as will also be demonstrated

in Section 6.8, the BLIMP program is able to perform such calculations with I
qmw

the requisite I00 percent reliability, primarily as a result of the extensive

convergence damping procedures which have been developed for BLIMP. A second •

|major advance has been the development of a CABI_ restart capability. The

information needed for restart is stored on tape after every final boundary

layer solution at a given time (i.e., the BLIMP solution corresponding

m

I
I IIIII III I _ _nlI
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I °
tc £he actual Tw, m* and _* at that time which were computed by CMA from ang c

I interpolation of BLIMP solutions).

The computational time is dependent upon the type of problem under con-

I sideration and the number of m_, m* Tw and @ which enter the problem. Thec' i
CABLE program spends most of its time in BLIMP performing boundary layer

solutions. A minimum of 6 end on the average probably about i0 boundary layer

I solutions are required for each time step _Si, each boundary layer solution

taking 15 to 20 seconds on the Univac 1108 computer. A nonsimilar solution

I round the Apollo heat shield for a complete superorbital trajectory wouldnecessitate about 15 time steps and i0 streamwise station_.

I

I t

I
I

I

l f
I
I
I
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L

-mmm . -

f/ .... _--

I

1969008458-033



i -21-

SECTION 3

ANALYSIS AND COMPUTATIONAL PROCEDURE FOR SOLUTION
OF INCOMPRESSIBLE TURBULENT BOUNDARY LAYERS

I (SAINT PROGRAM)
3.1 GENERAL

The integral matrix solution procedure which was first for the
developed

laminar BLIMP code and is summarized in Section 2.1 has been applied to the

solution of planar constant property nonsimilar turbulent boundary layers.The present application represents a simplification with regard to the en-

vironmental generality en_odied in the laminar procedure (general equilibrium

I chemistry, multicomponent diffusion, compatibility with the CMAprogram as asurface boundary conditions, etc._, but has been developed with the intention

of adding these features later. In view of this intended final result, the

I arguments presented to minimization of the number of
in Section 2.1 relative

entries into the conservation equations and maximizing streamwise step size

i are still valid7 hence, basically the same solution procedure has been employed.

The general approach for describing the turbulent boundary layer includes

dividing the flow into two layersz a law of the wall region and a wake region.
The turbulent "equation of state" used is simply the definition of an eddy

viscosity, which relates the Reynolds' stress term to the mean motion. Tech-

I niques for describing eddy viscosity in the wall and wake regions are quite

different and a matching or blending of the two regions is required. The

I boundary layer equations and turbulent model are summarized in Section 3.2,

I the solution procedure is summarized in Section 3.3, and the resulting com-

puter code, Strip Analysis of Incompressible Nonsimilar Turbulent boundary A

I layers (SAINT), is described in Section 3.4. These _ubjects are covered in /
( !

detail in Part IV of the present serie_ of reports, together with a number of /

[ sample solutions.

E
3.2 BASIC EQUATIONS A_) TURBULENT MODEL

I 3.2.1 General Equationls of Motion

The equations of m_,tion for a turbulent boundary layer are typically

derived from the Navier Stokes ec_:ations by decomposition of the velocityfield into mean and fluctuating components, time averaging, and making appro-

priate order of magnitude approximations. These operations result in the

I global continuity equation

!
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m

1
= 0 (3) I

r
o

m

and the momentum equation I

_U_S + = - + - pu'v'_y _ _ (4)

where conventional nomenclature has been employed (see List of Symbols). I
41

Triple correlations and streamwise deriTatives of turbulent correlations have

been dropped in these equatlons. Equations (3) and (4) would allow calcula- T

Ition of u and _, in a constant property boundary layer for the proper boundary

and initial conditions if the turbulence term were known. The assumptions

made regarding this turbulence term provide the greatest differences between
1the turbulent boundary layer techniques available today.

There are many choices available to describe the "Reynolds' stress" term

pu'v' which appears in Ecplation (4). One approach which has met with success

for many types of flows is the eddy viscosity description of turbulence. In -i

this approach, the turbulent stress is related to the mean velocity field ._

through the relation

-i
¢_u0u'v'= _ _ (5)

where ¢ is the eddy viscosity. Since this approach lends itself to the more _!

complex systems which will even_ually be analyzed with this program, it will .._

be adopted here. The momentum equation becomes

_u"_6+ = - + (610 ay _ _ v,_y]

The eddy viscosity can be related to global parameters of the _iow such as 6*

in the outer portion of the boundary layer, and is typically described by a _

"law of the wall" in the inner portion of the boundary layer. The procedures

adopted for each of these regions are discussed in the following sections.

3.2.2 Law of the Wall Region

In the law of the wall region, the boundary layer flow can be thought of __

as completely one-dimensional. That is, the mean flow field properties can

!l

i _ - -- I -- lllIll! I -- r _" _ &
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be described entirely in terms of the wall state, wall fluxes, thermodynamicand transport properties of the fluid, and the normal coordinate y. Since

the streamwise coordinate does not enter the solution, the problem becomes a

one-dimensional initial value problem. Utilizing this information in the con-
" tinuity and momentum equations results in the relation

I du
PwVw u = O(v+c)_c..u_- TW (7)

For flows over an impermeable wall with constant properties, this reduces to

• + .du (8)
O _V 6)_'_ = rw

or

7 = T (9)
W

i
indicating that shear can be considered constant in the law of the wall te-

l gion. For incompressible flows with injection, it is seen that shear varieswith the injection rate and local velocity, i.e.,

= _w + °wVwu (i0)i

i Because of the current lack of understanding of turbulent mechanisms,"theoretical" predictions of the variation of turbulence near the wall must

rely on empirical input into relations having some phenomenological dependence. /_

/Because of the generaliuy of the ultimate goals of this analysis and of the

desire to approximate the physical situations, certain prerequisites were

established for the turbulent transport relations. These were:

a. The relations must indicate a continuous variation of the turbulent

transport properties from the wall to the fully turbulent region.

[ b. The relations must be generaliF applicable to mass, momentum, and

energy transport.

c. The relations must be extendable to compressible real gas p_-operty
flow.

I d. The relations should be suitable for transpired and untranspiredboundary layers with little or no modification of fo_nn. _

I
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Other investigations (Refs. 14 and 15) have shown that a mixing length hypothe- ]

!sis sufficiently describes the turbulent shear in the wall region, both with

and without injection. As a consequence of this apparent generality of the

mixing length approach, it was adopted for the present studies. :_

The basic mixing length postulafe can be expressed as -_

-Z

_[

where the mixing length, _, is a combination of various correlations, but

retains some relationship to the scale of turbulence. Using physical logic -[

and some intuition, a differential equation governing the development of the -_

mixing length for the law of the wall region was postulated. It is
"T

./--T

= (12)
dy

(ya +) v -

where ya + i3 a constant of proportionality and K is the conventional Prandtl

mixing length constant.* These have been shown in Reference 15 to be invariant

for a wide variety of flow conditions at ya + = 11.83 and K = 0.44. This dif-

ferential equation is linear and of first-order; therefore it can be integrated

in general form to yield !

Z Pdy"
e dy'

= K - (13)

L e

where !I

(ya+)_

This equation satisfies the Reichardt-Elrod criteria at the wall, Prandtl's
expression for small y, and Rotta's result for large y (see Part IV of this

series of reports). _,

''" _I' Ll I ill , HinL II IIIIIIIII!Ill"llliI I III__._LII _ n
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For the special case of constant properties and zero injection (constant _

shear) , this becomes i

Kv + + + :"

= _ I y - Ya - exp (15) i

,i

where

u = (16)

y+ = _guT (17)

Due to the simplicity and apparent physical adequacy of this model, Equation !

(12) has been adopted for this analysis.

3.2.3 Wake Region

'3

The wake region comprises the outer 80 to 90 percent of the boundary

layer. It is two-dimensional in nature and therefore provides the mechanism

for transmitting nonsimilar effects (the wall region being considered one-

dimensional). Perhaps the most interesting feature of this region of the

boundary layer is that eddy viscosity appears to be nearly constant here.

Clauser (Ref. 16) was able to relate the eddy viscosity to edge velocity and

a length scale, i.e.,

= K (18)u 6* c
e

with Kc = 0.018 for a great quantity of experimental data taken in equilibrium

flows. Equilibrium in this sense refers to the requirement of the parameter
8* dP

7w ds to be corstant for equilibrium to exist. The expression above has
proved accurate and useful for many applications and is used in the present

analysis.

Primarily for convenience and generality of results, the governing equa-

tions for the wake region are typically transformed to a new dimensionless

coordinate system which allows sLT.ilar solutions for certain sets of boundary

conditions and makes a numerical solution easier to generalize. One popular

IJil _ -
_IP -- --
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transformation is the Levy-Lees transformation. For strictly turbulent flows,

a new transformation which normalizes the y coordinate by a parameter which

grows roughly as the turbulent boundary layer thickness was thought more

appropriate. Such a transformation is

s

f 0 Uer ds_O

1 /P--dy= _ Pe

6 : _ (19) ,;%
PeUero

i/oy= + -- pudy
f fw PeUe 6

1 /oSpwvwro_dS
fw = _

PeUe6ro

The simplifications for constant density flow are obvious. For this special

case, the governing momentum equation becomes "

(f'/_H) _f (20)

_[ f' + (_ - f'_) = _Hf'_ in _ - f"_ in

ff" + Ue6 iwhere the prime denotes differentiation with respect to D-

The parameter _H(_) is determined by requiring the velocity ratio u/u e iI

to have a value, say 3, at a specific value of _, say _ . Thus

f, !{
_H = ----"@ _ (21)c

I

The surface boundary conditions neglecting slip and including mass injec-

tion are given by

fJw--fw'g) 1 c2_)flw = 0
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I whereas the boundary layer edge conditions are _

f,

i_ t, = _R
#. (23)

f"le= 0

3.3 SOLUTION PROCEDURE

I The solution of the transformed turbulent boundary layer equations pre-
sented in Section 3.2 utilizes an integral matrix method patterned after the

method developed for the BLIMP program. Since this approach has already been

I summarized in Section 2.1 of this report and presented in detail in Reference

3 it will be only briefly reviewed here as it relates to the current develop-

i ment.

In this approach, the boundary layer is divided into a number of strips

I in the streamwise direction. The momentum equation (20) is first reduced to
a set of ordinary differential equations in the boundary-layer normal direc-

tion at a given streamwise station by replacing the streamwise derivatives

by quadratic finite difference relations (this expresses the derivatives at

the current streamwise station in terms of unknown values at the current eta-

I tion and known values at the two streamwise stations immediately upstream).

At a given streamwise station, the momentum equation is integrated with a

step weighting function over each strip.*

The integral equation for mixing length (13) is solved by representing

P(y) across the strips in an approximate manner and forming a simple recurr- /_

!sion formula for _i

I _i = K(Yi - Li) (24)

I_ where

Li-1 _[D (d) - c2 -d_ D(c)] (25)
[ L i = (pi+Pi _ + e

_i In Reference 17, the momentum equation is solved in differential form. The i

two approaches are equivalent in accuracy and stability. The integral
approach adds slight complexity to the incompressible boundary layer problem,
but affords great algebraic simplification in chemically-reacting boundary

layer problems (see Ref. 3), the ultimate goal of this effort.
J

c

g

./

1969008458-040



-28-

with

_i = Yi - Yi-1 ""

-T
T

Pi - Pi-i -_

a = 2_ i (26) _;

Pi-i

c - 2a T

,5

d = a_ i + c

[

and D( ) the Dawson Integral* of the quantity in brackets.

The primary dependent variables are taken to be _H and the fi' fi' fi'" and

f_" at each strip boundary i. The fi' f_, and f_'_ are related to their

derivatives by truncated Taylor series expansions. This has the net effect i
1that f_ across the boundary layer is represented by series of connected cubics

1

with continuous first and second derivatives at the junction points (strip

boundaries). These Taylor series expansions, which are linear with respect

to the primary dependent variables, form a very sparse matrix which has to

be inverted only once for a given problem to express the nonlinear equations -_

!and boundary conditions at the current streamwise station in terms of the fl,
II

_H' fw' f_', and fe These remaining equations are then solved by general

-INewton-Raphson iteration. Uniform damping of all corrections based upon

limits allowed on corrections for f"w and _H is employed to add stability to

the convergence procedure. The solution at a given streamwise station is ii /_

considered converged when the errors in all equations are reduced to acceptably

low values. The solution then moves to the next streamwise station.

3.4 THESAINTBOUNDARYLAYERPROGRAM ii

The SAINT program generates velocity profiles and boundary layer param- -I

eters (drag coefficient, momentum and displacement thicknesses, shape factor, I

etc.) for the flow model described in the previous sections. Nonsimilar terms

are retained in general; however, similar solutions within the context of the _

transformation outlined in Section 3.2.3 can also be obtained. At pre'_ent, _|

x2 x

]

III I I I I I IIIIIII I II I I I I I ..... _
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only incompressible, single component flows with or without injection can be

solved. Turbulent intermittency can be considered; however, universally

successful formulations of an intermittency function have not been found

J (Ref. 17). Thus, intermittency has been neglected for all problems run to

date.

The program requires a specification of the nodal network; streamwise

stations at which a solution is desired; and edge velocity, velocity gradient

and injection velocity at each of these stations. It also requires values

for kinematic viscosity, intermittency factor, the Clauser parameter, e/Ue6* ,

+ and K. The program will accept an initial|_ and the two wall law constants Ya

I profile at the first station or will generate a similar profile.

The program can be used to solve laminar problems by setting the Clauser
parameter, C/Ue6*, equal to zero. Care must be exercised in using this op-

tion, however, since the coordinate transformation is improper for laminar

i_ similar problems.

The program is presently dimensioned for up to 15 nodes in the boundarylayer and 50 axial stations. Core requirements are approximately 30,000

octal words.

Typical boundary layer solutions for blown and unblown boundary layers

and comparisons with experimental data are presented in Part IV of this series

of reports.

3.5 CONCLD_INGREMARKS
The incompressible turbulent boundary layer analysis and computer pro-

_ gram described here have been formulated with the intention of extending to /<!compressible, multicomponent, reacting flows. The incompressible version

thus contains features which were included specifically for the final version.

Ii The present version has been developed primarily as a test bed to study turbu.-lent models, the status of which is still subject to improvement. Therefore,

the program has also been written in such a manner that the governing equa-

l length eddy viscosity can readily changed.
tions for mixing and wake be

F

I IIII I "7 -- -- II I I _ II -- _
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SECTION 4

I ANALYSIS AND COMPUTATIONAL PROCEDURE FOR THE
EVALUATION OF NONGREY RADIANT HEAT FLUX

i (SADPROa_AM)
4.1 GENERAL

I" Procedures are presented for the prediction of radiation properties for
and transport within a C-H-O-N elemental system. Th_s system is considered

i to be representative of boundary layers adjacent to _nost ablating bodies.

Local thermodynamic equilibrium is assumed to exist at all times. Molecular,

atomic and ionic species are all considered with tho&* which appear in the

I 3,000°K to 15,000°K temperature range (0.i to i0 atm pressure range) beinggiven primary consideration.

I The radiation properties and tran_._,crt models are in detail
reported in

Part III of this series of reports an, ce summarized in Sections 4.2 and 4.3

f of the present report, respectively. _ description of the resulting radiationtransport code (RAD) is given in Reference [8 anC • _ummarized in Section 4.4.

_! 4.2 ABSORPTIONCOEFFICIENTSOFTHEBOUNDARYLAY_aRSPECIES

The spectral absorption coefficient for a plasma consisting of a mixture

- of elements is in general

N 1 NL

i=l k=l

t /where the first term represents the continuum contribution with the summation
J

taken over all continuum transitions (NI), and the second term represents the

I the summation taken over all the lines (NL). For the
line contribution with

plasma conditions of interest, the important continuum transitions include

I atomic photoionization, photodetachment, free-free transitions, photodissocia-tion, and molecular photoionization in approximately a decreasing order of

importance. The atomic line transitions are very important. The molecular

band systems can be important for some conditions.

r 4.2.1 Atomic and Ionic Continuum Transitions

In general, continuum contributions depend on the plasma state (to a

_ t satisfactory approximation) only through the populations of the absorbing

I¢

|,

./
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levels, viz.

uiC(v) = _Nij_i_(_5 (28) I i

C

where Ni4j is the number density of the absorbing level and _i4(_)j is its

cross-section. The number densities are obtained from thermodynamic state I
a

calculations (e.g., ACE code). The cross-sections have been selected from

quantum mechanical calculations and/or experiments appearing in the literature.

!
The photoionization and free-free cross-sections are from several sources.

The tabulations of "effective cross-sections" presented by Wilson and Nicolet I

2(Ref. 195 are used for all the atomic and ionic species except hydrogen.

These tabulations are based on th_ quantum defect method which is approximate,

but is the most reliable method available short of a detailed evaluation of I
i

the quantum mechanical equations. For hydrogen, classical cross-sections are

utilized, small corrections due to quantum mechanical effects being neglected.

Integral formulas are used in all cases to approximate contributions from the

higher levels (principal quantum numbers greater than three). In the case of

carbon, the integral formula of Biberman and No=an (Ref. 20) is used for all I_
,Ithe excited levels, consistent with the tabulations of Reference 19.

4.2.2 Atomic Line Transitions i

The absorption coefficients of the atomic line transitions depend on the

plasma condition both through the population of the absorbing level and through

the shapes of the lines. Thus, '-

_(J5 (_5 ne---_mcfkl_'4_ (v,T,P,Xl,X 2 .5 (29) f_= ,_ Ni bk,j, --
/

where fk(i_ is the oscillator strength of the k th line in the jth series of I
J

lines and bk(j)(v,T,P,Xl,X 2 .... ) is the line shape and is a function of fre-

quency and the plasma condition. The line shape obeys the normalization con-

dition (omitting the explicitly written functional dependence on the plasma I

condition fcr brevity5

I
L  (vldv= I 1301 !,o

I
1

-- -- II IIIIII...... I I I III II I lllllllI IIII IIII II IIIIII IIIIIIIIIIIi
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I but otherwise is free to take on a variety of functional forms depending uponthe species involved and the broadening mechanism (or combination of mechanisms).

For the heavy atomic species, the dominant broadening mechanism is Stark

broadening by electron impacts. Following Armstrong et. el. (Ref. 21) it is

assumed that each multiplet can be treated as a line with a Lorentz shape, viz.

,

I bk(V) = (31)(V-Vk)S + (y_)S

f where vk is the f_equency of the line center and Yk is the Stark (half) half-

width which is a function of the plasma condition. Corrections of Equation

i (31) due to J-splitting and effects due to ion perturbers are ignored.

The (half) half-widths for the important transitions in N, N+, O, O+, C

!_ and C+ are from the tabulations of Wilson and Nicolet (Ref. 19). They are
based on the electron impact approximation and are in good agreement with a

similar but less extensive tabulation given by Griem (Ref. 22).

If
The broadening mechanisms for atomic hydrogen require exceptional treat-

I_ sent. The Stark splitting of hydrogen lines is much greater than that of
L other spectra. Further, it is known that broadening caused by ion perturbers

is not negligible compared to that caused by electron impacts (see Ref. 23).

I_ Thus, the Lorentz line shapes cannot be used. The line shapes in the core
region of each of the important hydrogen lines are from the tabulations by

Griem, Kolb and Shen (Ref. 23). The sh%pes of the wings are from asymptotic /-I equations given by Griem (Ref. 22).
/

I" When the lines are weak or strongly overlapped, fully detailed evalua-tions of Equations (29) and (31) (or the appropriate line shape for hydrogen)

and the second term of Equation (27) are often not required for the accurate

I- evaluation of the properties of the lines. Integral formulas are available
which convert the line contributions into equivalent continuum contributions,

_ achieving a significant simplification. These have been used for the con-

|I tributions from the high lines (upper principal quantum number greater than

eight} and the high series lines (lower principal quantum number greater _than

! I" three). In the first case, the photoionization thresholds are lowered in the

I-, spirit of a method suggested by Armstrong (Ref. 24). In the second case, a

closed form equation suggested by Vorobyov and Norman (Ref. 25) is utilized.

i

7 - III II II rm i iiiiiiiii ..., H , _ I
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Even for strong and/or isolated lines, a fully detailed evaluation of

!Equations (27), (29) and (31) is fortunately not required; rather, the line

group approximation is utilized. The contributions from nearby lines are

included, whereas those from distant lines are neglected. The frequency 1

range of interest is divided into a number of frequency increments - 15 to 20

or thereabout which are not necessarily connected. Each one defines as a line

group those lines which are centered within it. The line contributions at a I

frequency point within a frequency increment is obtained by summing over only

those lines within its group. Again, a significant simplification results. ]

4.2.3 Molecular Band Transitions

The molecular band systems are treated as a psuedo continuum, rather than I

as groups of individual bands, to simplify the model. The bands within each

band system are smeared according to the scheme I
l

f_vdv

= av (32)

where the A_ are selected such that_v varies smoothly. The "bandless model"

obtained in this fashion is essentially the same as that proposed originally

by Meyerott et. al. (Ref. 26) and used more recently by B!berman and Mnatsakanyan r

(Ref. 27). It is felt to be satisfactory for radiation heating calculations. __

The low frequency band systems of air are from the study by Biberman

and Mnatsakanyan (Ref. 27). The high frequency band systems of air are also --
!

from Reference 27 for the band systems of NO and 02_ however, a combination ../

of the data of Allen (Ref. 28) and that of Appleton and Steinberg (Ref. 29)

is used for the N 2 contributions. The band systems for the ablation product

species are from Arnold, Reis and Woodward (Ref. 30) for CN, C 2 and CO and I

from Weisner (Ref. 31) for C 2 and H 2. J

4.2.4 Other Transitions I
l

Several other transitions are known to be important under certain circum-

stances. The 02 Shumann-Runge photodissociation continuum is approximated

using the Sulzer-Wieland formula (see Ref. 32). The pnotodetachment cross-

section for O-, H- and C- are from numerical data presented by Churchill et. al.

(Ref. 33), Chandrasekhar and Elbert (Ref. 34) and Semon and Branscomb (Ref. 35), 1

respectively. The importance of the N- photodetachment contribution is cur-

rently being debated. When an N" contribution is included in the present

1

_ - -- I|l I I [ I I II Frm'l I I I II
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I model, the approach of Morris et. al. (Ref. 36) is utilized. The molecularphotoionization cross-sections are from Biberman et. al. (Ref. 27) for NO and

are not incluv_d for the other species. Finally, contributions due to par-

I iculate matter are not included due to a lack of reliable data. This limits
the model to cases where particulate matter exerts only a negligible effect.

I 4.2.5 Numerical Evaluation of the Radiation Properties Model

The spectral contribution for each radiative transition for each species

is considered individually. The continuum and line contributions are obtained
from closed-form expressions when such are available. Otherwise, curve fits

r to numerical data are utilized.

F.

[ ,o= o  on
The basic equation governing the transfer of radiation through a medium

I" in local thermodynamic equilibrium can be written as

dl

I dS = _v'(Bv - Iv) 133)

r- where I is the spectral intensity, B is the Planck function, S is the length

't" V , Vof the ray and _v is the absorption coefficient corrected for induced emission,
viz.

I- /where _v is the linear absorption coefficient.

_ In computing radiation fluxe_ across boundary and/or ,hock layer,, the

conventional plane parallel slab approximation is employed. Thus, the prop-

erties along any ray can be related to those along the normal coordinate (y)

I by applying a cosine transfo_,ation. The resulting expressions for the opti-

cal depth, spectral fluxes and total flu_ are well known and can be written

" in the form

/o'

P
g
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+

[,b• !F+(Y)v = Evlc_)d¢+
O

(36)

!
- [ --F (y) = Ev(¢v) d_

_O 1
m

qr(Y) = fu [F+(y) - F_(y)]d_ (37) 'I

where fluxes entering or reflected at y = 0 have been neglected (a cold, black i

wall is assumed). The quantity E is the black body emissive power de'_ined
as _

0

E = ._B 138)

and the emissivities ¢+ and ¢- utilized as independent ;ariable_ in EquationsV

(36) are defined by q
i

4.

¢+ = 1 -2_Jt vv - %) 7
(39) _I '

_,,=1-_(,,,-%) :I
_I

where the CnlX) functions are exponential integrals of order n. -7The exponential approximation* is used to further simplify the equations

without an aF_reciable lo88 in accuracy. Thus, the emissivities become _

cv _, 1 - exp 21"rv - t v) i

]i,
¢: _ 1 - exp 21tv - Tv) i

!

• The second order exponential integral is approximated as _'_(x),-exp(-2x) as
suggested by_Hunt and Sibulkin (Ref. 37}. The uaual rec_r_'_nce relation

then Fields _'a (x). 1'

_lr Jl1[[I "
lilll II l _ I -- I ' -- 31 2 -- III' _ ill
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which are more convenient to work with than those given by Equations (39).

Emissivities written in this form have the additional that
advantage bl sup-

pressing the factor of 2 in the exponential arguments and replacing E by Bv

in Equations (36), the same formulation can be used to calculate intensities.

The transport integrals are considered to consist of two (line and con-
l

tinuum) parts. This allows optimum coordinates to be selected in frequencyC
space. The continuum contribution to the absorption coefficient (_u_) is just

the first term in Equation (27). Substituting _C for _ in Equations (35)

v

i C _-
and (36) yields corresponding values for T and F_, where the _ signs have

been dropped from the latter for bre_Tity. The line contri',utions to the flux

[, are obtained by difference

_ _ - re (41)

[
where the FV values are evaluated using the total absorption coefficient

i I" (Eq. (27)). Thus, the line contribution is treated as a correction to the
[ continuum flux.*

_ 4.3.2 Numerical _' ,ation of Flux Integrals

i The t_nspo't integrals are now in a form suitable for numerical integra-

'_ tion w_th ._ additional approximations required. The _ontinuum fluxes, the

; approximation to the line fluxes for the hi9h lines and high series, and the

approximation to the molecular line fluxes can be calculated in a straight-

I_ forward manner. The atomic and ionic line fluxes car, be obtained exactly for
!

the strong low-lying lines. While this latter calculatioh is lengthy, it is
?

_! not fex to be excessively so. In all cases careful attention must be paid to /

+_e sel, tion of nodal points (in frequency and in space) and interpolation

f r_ulas to insure that high accuracy is maintained.

For the continuum contribution to the flux integ=als, the variation of

both th_ Planck function and the continuum absorption coefficients must be

adequately described. A priori selection of a frequency grid requires some

care; fortunately it is only slightly dependent upon the characteristics of

the'laler. The first requirement can be met by distributing nodal pointsacross the frequency range h_ _" 0.25 ev to h_ma x _ 12 kT®ev with about 30,

I .
It should be noted that _e line contribution defined by Equation (41) can

be negative for nonisothermal layers.

|
|

i
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points spaced at roughly equal intervals. This grid also satisfies the sec-

ond requirement except in the ultraviolet where the frequency grid must be

carefully selected to resolve the photoionization thresholds.

T
Vor the line contribution to the transport integrals, a frequency grid _.

must be selected for each line and in general this should depend upon the

characteristics of the layer as well as the individual line. This is accom-

plished by estimating in advance the distance in frequency space from the .i

center of the line to the frequency corresponding to unity optical depth for

a strong line or to the half intensity (or spectral flux) point for a weak !

line. This estimate is used to set the minimum frequency increment and the

most remote nodal point for that particular line. A growth law is then used

to establish smoothly varying frequency increments from the line center to the ._

outermost point. Usually, i0 to 15 nodal points are sufficient to describe

each line.

An initial spatial grid is selected so that it adequately describes the

variations of the thermodynamic properties across the radiating layer. The

optical depths are then calculated and used to evaluate the emissivities.

When the layer is optically thin or of moderate optical depth, the initial
f

grid can be retained; otherwise, a special grid is required. The layer is -_

divided into equal increments of emissivities from which the new values of

values are then obtained by cubic |
optical depth are calculated. The new E ._

interpolation in the plebe inE vs. in7 . The new curve in the E vs. eV

plane is suitable for accurate evaluation by numerical methods. ]

With one exception, all the integrals are evaluated using three term
/

Taylor series expansions as interpolation formulas. The exception is the •_| Iti
frequency integration cf the continuum transport. Due to the discontinuities

typically present in this integration, the series expansion is unsuitable and

linear interpolation formulas are used. _ i

4.4 THE RADIATION TRANSPORT PROGRAM (RAD)

4.4.1 Proqram Objectives

The RAD program generates the radiative properties model summarized in

Section 4.2, and evaluates the corresponding transport integrals using the

model summarized in Section 4.3. In both cases, the nongrey features of the

models are retained. Radiative fluxes can be obtained directly, provided that

the plane parallel slab approximation is invoked, or radiative intensities can

l
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be obtained directly for any geometry. In either case, an arbitrary varia-

I tion of thermodynamic state is allowed.

I 4.4.2 Program Input Requirements
The program requires a descrzption of the spatial variation of tempera-

i ture, pressure and mole fractions of the radiating species. It also requires_ a frequency grid for the continuum transport calculation and a set of fre-

quency increments used to define the line groups. Finally, it requires an

i extensive set of basic spectroscopic data for the atomic and ionic species.
This includes the energies and statistical weights of the electronic energy

levels and the center frequencies, f-numbers and (half) half-widths of the

! lines.

4.4.3 Program Capabilities

_- The program has the following special features which can be utilized

when it is operating in either the flux calculation cf the intensity calcula-

Ii tion mode:

a. A frequency dependent transmissivity can be assigned to any spatial

Ii station. This allows the program to simulate laboratory experiments
in which the incident radiation is observed through a window.

" b. A switch is available which can be used to include or remove any of
the continuum contributions to the properties model. This allows

the relative importance of the different radiation species to be

!_ assessed.

c. The properties of the lines within a given line group can be com-

i- bined to form an "average" line, or each line can be consideredindividually. This allows trade-offs to be made between accuracy

and ccmputational efficiency.
7-

A special input option cases thermodynamicd. available for where the

properties do not vary spatially. It greatly reduces the labor re-

quired to prepare the input data.

Under norm=l operating conditions the program calculates and can be in-

structed to print out the following quantities: spectral absorption coeffi-

cients and optical depths, continuum contributions to the spectral and total

fluxes (or intensities), spectral (line + continuum) fluxes (or intensities)

and the contributions due to atomic and ionic lines. [

/
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4.4.4 Pro@ram Storage _equirements and Computational Time

The program requires roughly 15,500 words of core storage on the Univac _

1108. On machines such as the Philco 212 or the CDC 6400 where more than one
I

instruction can be stored in a word, the core requirements are noticeably less. I

The computational time de_ends on the number of spectral lines considere_ T

Iand the number of spatial stations at which the transport integrals are to be

evaluated. Typically it takes approximately 30 seconds of Univac 1108 time to

calculate the flux at one spatial station for an air plasma with about 85 I

lines considered individually. The extrapolation of the calculational time

to greater numbers of lines and/or spatial nodes is not linear - each succeed- D

ing calculation taking less time than the initial one. Typical calculation I

times are about ten to fifteen seconds per node for a boundary layer calcula-

tion considering C-H-O-N elemental system (seven nodal points considered), i

4.4.5 Pro@ram Utilization

The code, although recently developed, has already received rather exten- I

sive utilization. A variety of cases are reported in Part Ill. In addition,

a calculation of the flux transmitted across an Apollo-type boundary layer is ]
lreported in Section 6.5.

4.5 CONCLUDING REMARKS 4

The model described can be used to obtain fluxes or intensities at any

specified point within a plane-parallel slab (for the flux calculation) or 1

at any point on a ray of interest (for the intensity calculation). The model

was developed specifically for the study of radiation heating phenomena within

the boundary layer over an ablating surface. Therefore, it is most detailed I

in those ranges of temperature and pressure where the radiative energy flux

should be equal to or greater than the diffusive energy flux. Highly detailed _

Jspectral resolution was maintained only when it was required to obtain accurate

total fluxes (or intensities).

]

t
!
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SECTION 5

ANALYSIS AND COMPUTATIONAL PROCEDURE FOR

RADIATION COUPLED BOUNDARY LAYERS

(RABLE PROGRAM)

An approach for analyzing radiation coupled hypersonic boundary layers

has been developed by incorporating a subroutine version of the RAD program

into the BLIMP nonsimilar laminar boundary layer procedure. The approach is

formulated in Section 5.1, while the computational procedure is outlined in

Section 5.2. The resulting program, termed the RAdiating Boundary Layer

Environment (RABLE) code, is described in Section 5.3.

5.1 FORMULATION

The radiation coupled boundary layer problem has been formulated in

terms of the nonsimilar laminar boundary layer equations discussed in Refer-

ence 3 extended to allow a radiation contribution to the flux term in the

energy equation. The nongrey radiative transport model discussed in Part III

of this series of reports and summarized in Section 4 is used to calculate

this contribution. The boundary conditions on the boundary layer equations

are unchanged.* In addition, split boundary conditions are employed for the

radiation flux calculation with the inward directed flux being specified at

the boundary layer edge and the outward directed flux specified at the wall

(taken to have a negligible interaction with the gases of the boundary layer

in comparison with the interactions of the other fluxes present there). For

each boundary condition, the flux in the opposite direction and, consequently,

the net flux is obtained from the calculation.

The resulting formulation has all the capabilities and limitations of its

components. For example, this includes multicomponent diffusion and equilib-

rium chemistry for general chemical systems; a variety of coupled and un-

coupled surface boundary conditions; nongrey emission and absorption by the

continuum, molecular bands, and atomic lines of the radiating species of the

C-H-O-N elemental system; and nongrey transport of radiant energy using the

tangent slab approximation.

Thus, the adiabatic edge condition is retained. This is consistent with

the boundary layer approach to this complex problem and is valid as long

as the edge of the thermal boundary layer is not so far from the wall as to

invalidate the boundary layer approximations.

m I

I
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5.2 SOLUTION PROCEDURE
I

A successive approximation iteration scheme is presently used to obtain _

radiation coupled solutions. Initially, a solution to the boundary layer

equations is obtained in the usual manner (see Section 2.1) which does not I _;
g

include a radiation contribution. The spatial distribution of the radiation

flux is calculated from the transport integrals and introduced directly into I

the energy error equation of the integral matrix procedure. The Newton- g

Raphson iteration then drives the errors of the boundary layer equations to

zero (while holding the radiation fluxes unchanged*) to obtain new distribu- H
mtions for the thermodynamic state and flow field quantities. A new radiation

flux distribution is obtained by evaluating the transport integrals and averag-
i

ing the results with the previous flux distribution. This damps the oscilla- i
i

tions which would otherwise be introduced by this out-of-phase calculation.

The iteration cycle is completed by replacing the previous flux distribution •

|with the newly obtained one. This procedure is repeated, iterating on the

radiation flux distribution, until convergence is obtained.

The primary advantage of the successive approximation iteration scheme I

is its simplicity, viz. the derivatives of the radiative flux term with re- D

spect to the primary variables are not required. It is an effective itera- I

tion scheme provided that the radiation fluxes are not dominant. Under this

condition, solutions are obtained easily with only a few (3 or 4) iterations •

being required. However, the iteration scheme cannot be expected to be effi- i "'

cient for radiation-dominated problems.

5.3 THE RABLE PROGRAM

A subroutine version of the RAD program has been incorporated into the • ]i

|_LIMP program to form the RABLE program. The coupling of these two programs

was particularly straightforward since they were both developed with this

ultimate intention. The primary modifications of the BLIMP program were (i) I

i

the insertion of a call of RAD to compute the net radiation heat flux at each

boundary layer nodal point, (2) the addition of this heat flux term into the m

energy error equation in the Newton-Raphson iterat _n, and (3) the development I

of the convergence acceleration scheme to allow converged boundary layer

*The procedure of utilizing only converged boundary layer solutions for the i
radiation flux calculation (rather than the usual procedure of calculating

the flux after each iteration) tends to increase the number of boundary i

layer iterations while decreasing the number of radiation calculations. This
approach was motivated by economic considerations, each radiation calculation J
requiring about 35 times as much effort as a boundary layer iteration.

1
!
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solutions to be obtained in between each call of the RAD program. Modifica-

i tions to the RAD code included a new subroutine to generate the externalboundary flux, a new subroutine to identify the BLIMP variables in terms of

the RAD variables, and the flux averaging scheme used to damp the iterations.

I A calculation of an Apollo type superorbital entry condition has been ,

performed and is pres&nted in Section 6.6. Three radiation iterations were

I required for the calculation to converge. The total computation time was
about 6 minutes on the Univac 1108.

!
!

I
I :

I
I
!
I

!
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I SECTION 6APPLICATION OF CODES TO APOLLO HEAT
SHIELD PROBLEMS

i 6.1 INTRODUCTION

I" The computer codes described in the previous sections can be used to pre-dict convective and radiative heating rates, ablation rates, and internal

thermal response for arbitrary materials, environmental gases, and flight

I conditions, taking into account radiation-convection coupling and coupling
between the boundary layer and material response. In this section the use

of the codes is illustrated by applying them to problems associated with the

Apollo heat shield during superorbital earth reentry.

7

_ A CMA Optlon 2 calculation (assigned surface temperature and char reces-

_ sion rate) is compared in Section 6.2 to thermocouple data from a recent super-

orbital Apollo flight. Normalized ablation rates obtained with the ACE pro-

I are presented in Section 6.3 and compared to BLIMP solutions for the
gram

same surface models. In Section 6.4, BLIMP predictions are presented for the

i boundary layer along the windward ray of the Apollo vehicle during a recentsimulated lunar return trajectory and for the stagnation point during 50,000

feet per second reentry, both considering wall steady-state energy balances.

In Section 6.5, a RAD solution is presented which demonstrates radiative flux
distributions in a boundary layer contaminated by ablation products for an

Apollo flight condition near peak heating. In Section 6.6, RABLE is employed

i, to generate a radiation-coupled boundary-layer solution for the same flight

condition cunsidered in the RAD solution of Section 6.5. Coupled transient

i predictions for Apollo material response obtained with the CMA/ACE and CABLE
programs are presented in Sections 6.7 and 6.8, respectively. These solutions

also correspond to a recent superorbital Apollo flight.

f
6.2 DRIVER TEMPERATURE CALCULATIONS USING CMA OPTION 2

The CMA program, Option 2, is useful to assess the validity of a material
thermal properties model. Since surface temperature and surface recession

histories are not usually very accurately known, it is appropriate to consider

the r,Jsponse of a thermocouple located near the surface as a "driver tempera-

ture" and to compare the response of thermocouples located further into the i,

material to predicted temperatures at these thermocouple locations. With this i

technique, the surface recession rate is zero throughout the test. A study of 1

a thermal properties model for the Apollo heat shield material using this ap-

proach is presented in Part II of this series of reports. Both ground data

I
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and data from a recent superorbital flight are considered therein. One of the 1

correlations of flight data from this study is presented in Figure i. In this I *

particular calculation, a thermocouple originally 0.30 inches from the surface

l*has been used as the driver.

_ , ]PREOICT[O BY CPA I
PROGRAM,_PTION 2 I '

,ooo ]j I

-- l * /[ _

3000 _ I

_ I i '
' , 06" _ '

i
o

!oo _00 300 400 see 600 7oo

T|N[. SECONDS 1

Figure 1. Correlation of In-Depth Temperature Response of
Apollo Flight Data Using 0.3-1nch Thermocouple
as a Driver

6.3 NORMALIZED ABLATION TABLES GEi_RATED BY ACE PROGRAM I

One of the principal uses of the ACE program is to generate tables of T

char recession rate normalized by mass-transfer coefficient, B_, versus sur-

face temperature for various values of normalized pyrolysis gas rate, B_, and

pressure. The ACE program does not provide the transfer coefficients (and _ /_

thus the S) nor does it perform a surface energ_ balance (needed to provide J
Tw). Rather, the output _rom the ACE program is used as input to the CMA

program together with convective transfer coefficients. The CMA program then I
J

provides an energy balance to obtain coupled transient solutions.

In P_t II of this series of reports, a comprehensive study of ground and I

flight test data using the ACE program as a primary tool is reported. A num-

ber of parameters were varied in an attempt to achieve consistent correlation 1

Iof the data. Some of t_e parameters which were considered were pyrolysis gas

reactivity with the boundary-layer gases, changes in surface elemental compo-

sition due tc in-depth coking reactions, mechanical removal of candidate SUE-

face species, loss of pyrolysis gas through fissures which are seen experi-

mentally to develop in the chars, and surface thermochemistry including silica-

l

I "l _ 1_11111111IIII I I I II IIIII III ll_llll I I II _11 I II /L,- _ 1
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ca_o_ reactions. It is sho_ therein that thermochemical ablation theory

I (without mechanisms) satisfactory only at relatively
mechanical removal is

hig). surface temperatures and then on]v if it is assumed that the pyrolysis

i gases are not effective in blocking the convective heat transfer (so-calledfissure model). At lower surface temperatures, it is necessary to employ a

rate law for the mechanical removal of silica in the char material. ACE

I solutions based on this model are compared in Figure 2 to the gr_nd test dataI

" _ of Schaefer et. al. (Ref. 38).

. o.8 l 1 i.... P
PRESSURE_M EX_RIMENT

0.6 o.oo_ _.... _ . _
0.028

0082 i " _ _ I --1

I o0 I000 2000 3000
. o K

l SURFACE TEMPERATURE_

- Figure 2. Comparison with Ground Test Data of Noncoking
Fissure Surface The_ochemistry Model Including

B&V_-Correlation for Mechanical Removal of Silica

t' It is also demonstrated in Part II of this series of reports that the _E

an_ BLI_ programs produce identical results for Bi versus Tw. but that the

I BLI_ program provides, in addition, the mass-transfer coefficient (and thus /
_) and, when the steady-state energy balance option is employed, also provides

the resulting Tw. Thus, relative to BLIP, _E is not an approximate theory,

,_"f but a partial theory. It becomes approximate in application only when mass-
%

transfer coefficients are assumed in order to achieve an ans_r. ACE solu-

i tions for a nonfissure, inert-pyrolysis-gas model for a steady-_tate ratio ofB& to B_ are compared in Figure 3 to some BLI_ solutions. Jolutions are

sho_ bo_h considering a S - _ rate law for mechanical removal of _ilica de-

I_ reload from the results of Figure 2 and neglecting this rate law (in whichcase the onset of ablation is delayed to much higher temperatures where the

silica is hot enou_ to vaporize). It can _ seen that the agreement _t_en

BLI_ and _E solutions precise.
the is indeed
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1
Figure 3. Comparison of Surface Thermochemistry Maps for

Non_.ssure Model with Rate Law for Mechanica

Removal of Silica as Generated by BLIMP and ACE

= = 0.028 atm) I
Programs (HT 25,000 Btu/ib, PT2

6.4 STEADY-STATE ABLATION PREDICTIONS USING BLIMP 1
l

The BLIMP program has many uses in the study of a flight vehicle such as

Apollo. For example, it can be used in its uncoupled modes to predict convec-

tive heating rate distributions including nonsimilar effects, to predict blow-

ing reduction parameters and effective heats of combus#ion for use with sim-

plified analyses, and to generate detailed profiles throughout the boundary I
1layer _or communication studies. However, it can also be used to predict

steady-state ablation rates and surface temperatures while considering the

detailed structure of the boundary layer. In the steady-state asymptote, the I

requisite parameters (conduction into the body and the ratio of mg to m c) are
known without further consideration of in-depth response. The results of ._

i

stead_-state ablation solutions for a recent superorbital flight and for a )

50,000 fps trajectory are presented in the following subsections. The predic-

tion of transient ablation rates while considering the detailed structure of _ /_
I fthe boundary layer requires use of the CABLE, program which couples BLIMP to __

CMA. A CABLE solution is presented in Section 6.8.
]

6.4.1 Solutions for a Recen_ Superorbital Ap_llo Flight J i

In Part II of this series of reports, BLIMP solutions are presented for

steady-state ablation along the windward ray of the Apollo vehicle for flight

conditions corresponding to peak heating in a recent superorbltai Apollo

f_ight. In these calculations, the incident radiation fluxes were assigned

at values provided by NASA MSC and were considered unattenuated in th_ bound-

ary layer. Two models for st rface thermochemical ablation were considered, a

model where the pyrolysit gas was considered inert bu_ allowed otherwise to )J

interact with the boundary layer (nonfissure model) and a node1 w'nera the

t

......... I I i ,, ,,,|,, i iii_

/
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pyrolysis gases were considered to escape through the boundary layer without

altering boundary layer profiles (fissure model). Distributions of s_rface

._ece_sion rate, S, and surface temperature, Tw, generated in this stud_ are

|- presented i_ Figure 4. Transient solutions obtained with the CMA/_EE approach

t at a body station 1.31 feet downstream of the stagnation point are shown for

comparison. It can be seen that the CMA/ACE predictions for surface tempera-

I ture were excellent, whereas the BLIMP program predicted S approximately 30
percent higher. The p_imary reason for th _ discrepancy is that the nonablat-

ing heat-transfer coefficients predicted by BLIMP at this station are about

40 percent higher than the values supplied by N_A MSC which were used as in-

put in the CMA/ACE calculations.

f-

i I ! ........................II

[
L

| ,i , ...................., , [ I [ 1 ! i i
O 0 0_ OI OQ O| IO I1 14 It IOe_ 0 _1 91 O_ _1 "it 1; I I

" _ DIS?All| _|01 ITALI]TlOl POINT, _T _l_*il_ I IOl $'llll'[_ p_tW_, _T

(a) Surface Rece_sion Rate (b) Surface %ewp,- .ure

Figure 4. Bou_dary Layer Solutions Along Apollo Windward R_y
for Fissure and Nonfissure Models Considering Steady-
Stare Surface Energy Balances for Typic_l Super-

[ orbital Trajectory (Time = 30,030 sec) [

6.4.2 S_olu.__tionsfor a 50,000 Feet-Per-SecondTrajectoryT

t A set of steady-state calculati_'s utilizing the BLIMP program was also

carried out in which the Apollo heat shield material was subjected to a hypo-

_ thetical trajectory, provided by NASA MSC, "_ith an entry velocity of 50,000
ft/sec and an entry ang12 of -_.65 degrees. This trajectory results in a

• single peak in heating rather th_n the double pea_ed curve which is mo_e typi-

I cal of lunar return Apollo flights. The trajectory information as supplied by
NASA MSC ks shown in Table II. Of particular interest is the fact that the

peak rsdiative heating rate is ,800 Btu/ftasec, an order of magnitude larger

than the convective h_atlng rate _,d an order of magnitude larger than che

maximum total heating rate for conventional A_.ollo trajectories.

li"
/
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TABLE II

NASA 50,000 FPS TRAJECTORY

Time qconv qrad Ve loci ty Altitude i
Sec. Btu/£t2sec Btu/ft2sec. ft _ec Ft.

0 4.93 0. 48461. 400000. _

l10 19.76 0. 48500 337700.

20 88.88 40. 48522. 283900.

30 275.06 780. 48348. 239100. I
A40 500.00 3600. 47300. 20 7000.

45 560.86 5100. 46238. 195300. II

49 556.79 5800. 45170. 190000. IqP
55 531.38 5500. 43231. 186800.

60 506.00 50 30. 42000. 186 800.

Z70 400.00 3350. 39300.

80 317. 1720. 37100.

90 265. i000 • 35000. I
J100 227. 530. 33200.

110 200. 200 • 31700. I

115 186.40 100 • 31000. J

120 175. 30. 30000.

130 153. 26. 28700.

140 135. 22. 27500.

150 118. 18. 26400.

160 105 • 14 • 25500. ii

170 93. i0. 24500.

180 81. 8. 23700. _'_

if190 72. 6. 22700. I

200 66. 5. 22200.

220 55. 4. 21500. ii

240 45. 3 19600
260 38. 2. 18500.
300 26 • i. 16600. 186800 • _I

tJ
350 18. .5 14700 185000.

400 14. 0 • 13100 • 177000 • 11

450 11. 0 • 11200. 164000 •

500 7. 0 • 8800 • 144000 •

550 4. 0. 6000. 131000.

t'

I I II III I IIIIII. IIII IIIIII IIIIIIII 111111111- IBIIBUm _
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In these calculations, the pyrolysis gas was considereu to be inert but

to okherwise interact with the boundary layer (nonfissure model). The sur-

!face was considered to be in equilibrium with cbe gases adjacent to the sur-

face and a steady-state energy balance was performed at the wall. As in the

calculations of Section 6.4.1, the incident radiation was considered to be

unattenuated in the boundary layer and to enter directly _nto the surface

energy balance.

The convective heat flux to the wall computed by BLIMP is presented in

Figure 5 together with the radiative and nonablating-convecti',e heat fluxes

supplied by NASA MSC. It can be seen that the convective heat flux is essen-

tially reduc d to zero from 30 to 80 seconds in the trajectory indicating the

boundary layer has _lown off the surface. This is illustrated even more

dramatically in Figure 6 which shows temperature distributions between 25

and 49 seconds. At the most severe condition of 49 seconds, it can be seen

that the thermal boundary layer is blown about 8 inches off the surface.

'° I
700

25
..... RABIATZV[ HEAT FLUX/IO --

600

_ NOMRBLATINGcoRrECTlY(

H(AT FLU](

_COflV[CT|V[ H(AT FLUX FOR
ST(ROY-STATE ABLATION 20

SO0 (SYMBOLSREPR[SE#T BLIMP --

CALCULAT|OMS}

- 300 /1 _r

q

200

,\
0 0

0 100 200 300 400 SOU 600 0 O. 2 O. 4 0,6 0.B 1.0 1.2
TIME, SECONDS DISTANCE FROMMALL, FT

Figure 5. Convective and Radiative Figure 6. Temperature Distributions
Heating Rates to Stagnation Across Apollo Stagnation
Point of Apollo Vehicle Point Bound_y Layer During
During Typical 50,000 fps Typical 50,000 fps Reentry
Reentry
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In order to demonstrate further the nature of the calculations which I

!were performed• mole fraction distributio,_s across the boundary layer are

presented in Figure 7 for a trajectory time of 31 seconds. It can be seen

that even at this relatively early time the composition of the gas at the
l

wall represents over 99 percent ablation material. It should be recalled that

the mass balance and equilibriuln calculations at each point in the boundary

layer are performed during the course of the boundary layer calculation and

are fully coupled with energy and momentum considerations.

]

t .0 _ }i

O,S _ . -

• q, -.

o-' ' !1
"Z I;_

_ O,OS

,o. i
o.o, 1 ,-!

c. )

0.001
0 0,1 0.2 0,3 0.4 O.S O.i I

Figure 7. Mole Fractions Across Apollo Stagnation Point Boundary

Layer During Typical 50,000 fps Reentry (Time = 31 sec) li

Surface temperature, surface recession rate• and integrated surface reces- f_

sion are presented as functions of time in Figures 8, 9 and I0, respectivel_'. II

The predicted surface temperature attains a maximum of 6,750°R. There is

some question whether the rather fragile char would survive at such high tem-

(!peratures. The peak surface recession rate i8 predicted to be 0.14 inch/sec,

while the total surface recession, most of which occurs over a 45-second

period of time, is 4.64 inches. These values could be higher if the char
D

cannot structurally survive the very high sure _ce temperatures which are pre-

dicted. On the other hand, the incident radiation may be appreclably blocked

11
I
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by the ablation products in which case less ablation would be predicted.

Tinally, a correlation of surface recession rate versus radiative heat flux

is presented in Figure ii. It can be seen that for radiative heat fluxes,

qr' above 1,200 Btu/sec-ft _ or so, the surface recession rate is predicted

quite accurately by the simple linear relation

S = 3.04 x l0 -s (qr - 960) (42)l

with S in inches/sec and qr in Btu/sec-ft 2 . Such a linear asymptotic rela-

tion would be expected from the heat-of-ablation concept.

7000

o, I
6000! o 1 ..............

SOLUT*GRSGERERATEOBY
BLIMP PAOGAANoS_EAOY- =
STATESURFACEENERGY G.05
BALANCE I

SO00

,, ,_ 0.02 .......

4000 __ _ n ._

-.._ X_ ? • so_u.0N_GERE.,_0G,B.. RROGR,,.

..,c STEADY-STaTE SURFACEENERGYRALANCE
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Figure 8. Surface Temperature His- Figure 9. Surface Recession Rate

tory for Apollo Stagnation History for Apollo Stag-

i oint During Typical nation Point During Typical
50,000 fps Reentry 50,000 fps Reentry

I
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,o......................./ --I !
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0 PRIOR ?0 PEAK HEATING /

AFTER PEAK H[ATZNO /
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Figure 10. Surface Reces_ _on History Figure ll. Correlation of Surface
for Apollo Stagnation Recession Rate Versus !
Point During Typical Radiative Heat Flux for

50,000 fps Reentry Apollo Stagnation Point

: During Typical 50,000 fps
Reentry ]

6.5 UNCOUPLED CALCULATION OF RADIATIVE FLUX DISTRIBUTION USING
THE RAD PROGRAM ]
A nun_er of calculations have been performed with the RADprogramto

obtain distributions of radiative
or intensity across layers of varyiz_gflux

thermodynamic state. One such calculation - the flux distribution across a

highly blown, hypersonic boundary layer - is presented here to illustrate

the kind of information which can be obtained frcm the program. Additional

calculations are given in Part III of this series of reports.

The spatial distributions of pressure, temperature and mole fractions _(

are from a radiation coupled boundary layer solution (RAPLE program) and are

characteristic of the
conditions found on the front face of the Apollo vehi- I

cle just after the maximum heating point on its trajectory. The distributions*

for the temperature and mole fractions of the radiating species are shown in

Figures 12 and 13 (the dashed curves). The pressure was taken to be 0.467 |
atmospheres and assumed to be constant across the layer. An incident flux

of 53 Btu/fta-sec was specified on the outer edge of the boundary layer, and I

The Levy-Lees variable _ has been used in presenting the data. The follo_ m
ing llst can be used to convert these to spatial point_: i

" 0, 1.07, 2.497, 4.458, 7.133, 10.70, 17.83

y(ft) " O, 4.45XI0 -a, 0.01055, 0.01988, 0.04048, 0.0812, 0.1728 I

!
ia_ ! IIIII!L_1 I II . I III
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.g
one cf ::e_,-,Btu/ft_sec at the wall (cold, black wall assumption). The radia- ,_

" tive flux distributions were actually calculated using the RAD subroutine to _

the RABLE program but ,_re the same as those which would have be,_n obtained J

!I! with the uncoupled program using the same input quantities. The tangentslab approximation was employed for all cases.

20 1.6
._ ...,--.-,-,--.-.---.-- --

1; t " /
t o

[ ,, .... , j "
--0-- NO RADIATION COUPLING(BLIW ;

-- 4_ -- ilTh RADIATION COUPLING fllABLE) ] lO "1

. I /_/''I _'. NO (,LIMP)RAI)IATION COUPLING• _'] l_i',. <"'<"°<'"<*>
------ lilll_ IlDIlllOl

: 1/ = / t/',I _ ll_

I .i,° ,! i

-- '" A/_

, / I //_7" "-_

I _;,"
0 I0 / #

5 I0 15 0 S I0 1_, 11_

[ (-
TINPIliATUIII+ ?xlO'lOl) LIVY-LI[$ CO01iOINAT( II

i Figure 12. Effect of the Radiative Figure 13. Effect of Coupling on theCoupling on the Tempera- Spatial Distribution of the
ture Distribution for Radiating Species for Typ-
Typical Apollo Superorbi- ical Apollo Superorbital

= I_' tal Trajectory (Time = Trajectory (Time = 30,045
30,045 sec) eec)

_ The distributions t._ken from the boundary layer calculation show thatthree fairly distinct regions exist. The inner region _ < 5 or no is pri-'

marily compo_ed of the molecular products of ablation. The ablation model

which yielded this particular distribution will be discussed in Section 6.6.
Further out (5 < _ < 9), a mixing region exists where both the elemental com-

position and the temperature of the layer are changing rapidly. The CN

! :
!
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!J
molecule, which can be expected to radiate strongly, appears only in this i;

region and only in low concentrations. The outer region (_ > 9) i_ composed !i

of slightly ionized air and experiences only a very mild temperature gradJ-

e°< ii
The spatial distributions of the positive (inward directed) and negative

/

(outward directed) fluxes (F+ and F-) are shown in Figure 14. The positive _I

flux starts with ius assigned contribution at the outer boundary and remains

nearly unchanged as it passes through the outer region. As it enters the !_
mixing region, it increases noticeably in spite of the fact that the tempera- _

ture is dropping sharply. It then tails off through the inner region to the

wall value. The negative flux starts at its assigned value (zero) at the i(
ly

wall and remains unchanged through the cool inner region. It then increases --

sharply through the mixing region and the outer region, feeling the effects

more efficiently radiating species and increasing temperature. IS
of

. t

11
o.,

_ F*% _ 0._

SOLUTION I|UEIAT[O •

WlTN aA|L[ UIO6RAM // _ _*1: JiltH HOZATiOU COUPLING) N _ VI$|flL[ COMTZNUU. "_ Ir_ '

| 0, ,I 0.,- _ U<T.,,OL,T<o.,,,uu_ II
i I i t ULTmAViO_iil.[S Jl I I

/

¢0 lO 10 10 iO $0 iO _0 O.l 0.4 O.i O.I 1,O
flADIATIV[ FLUX, FiiUTU/FTZ.$[C) FIACTION OF TOTAL FLUX . ,

Figure 14. Spatial Distributions of Figure 15. Components of the Radiative II
the Radiative Fluxes in Flux Directed Toward the

the Positive and Negative Wall for Typical Apollo t_
Directions for Typical Superorbital Trajectory
Apollo Superorbital Tra- (Time - 30,045 sec)
jectory (Time - 30,045sec)

fJ

Figures 15 and 16 help to clarlf¥ the physical events which are occurring.

The positive flux undergoes a major change in Its spectral distribution as it

crosses the mixing layer. Its energy is distributed in a 2-to-i ratio (see k
If

Figure 15} between the visible and ultraviolet frequencies am it enters, a 9

to 1 ratio ae it leaves. The spectral dietrlbutionn of the continuum n

n
............... _..JIIILIL_ L II................... t ....................... IIIII_.{I I III .... _
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contribution of F+ given in Figure 16 indicate that a great deal of the ultra-

violet part of the boundary flux is absorbed; while a (roughly) equal amount

is emitted by the CN bands in the visible. Thus, the modest variation of the

- positive flux as it passes through the mixing layer is the result of a com-petition between these two strong effects. In the case of the negative flux,

the two effects combine rather than compete to cause the dramatic increases

I in the flux levels. The final tail-off of the positive flux in the inner
region can be attributed to the absorption of a small emission peak in the

I near-ultraviolet, apparently due to the H2 Lyman band system. The positiveflux at _ = 2.40 (and for 5ev < hv < 8ev) is also shown in Figure 16 where

this peak is in evidence.

- _1 I \, I
. . ° AT _a&L \ l

i |I! ,
| ,

' ' ............. " " _ X " "

Figure 16. Spectral Distribution of Figure 17. Effect of Radiative Cou-
the Continuum Flux Direct- pling on the Net Radiative
ed Toward the Wall for Flux Distribution for Typ-

Typical Apollo Superorbi- ical Apollo Superorbital
tal Trajectory (Time - Trajectory (Time - 30,045

I! 30.045 .ec) .ec)

The distribution of the net radiation flux is shown in Figure 17. Thedistribution in the inner region is essentially that of the positive flux.

The distributions in the mixing and outer regions are dominated by the be.-

i havior of the negative flux. Judging from the slope of the curve, At appearsthat the radiatlo_ losses toward the bow shock become greater than those

toward the wall at a point Just outside the edge of the boundary layer.

!

v.r .
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6.6 A CALCULATION OF THE RADIATION COUPLED BOUNDARY LAYER

USING THE RABLE PROGRAM I

A RABLE program solution is presented here to illustrate both the kind

of information which can be obtained from the program and the type of effects I

which occur. T_,e solution is for the stagnation point conditions at the

maximum ablation point of a recent Apollo superorbital trajectory and the

same as the one used in Section 5.5. Edge conditions are HT = 19,282 Btu/Ib I

and P = 0.476 arm. The blowing rates are taken to be 1.37 x 10-2 Ib/sec-ft _
I

for the pyrolysis gas and 7.611 x 10 -3 Ib/sec-ft 2 for the char removal rate. t

lThe elemental composition of the pyrolysis gas is consistent with a co_ing

ablation model in which the pyrolysis gas is in equilibrium with the char

layer (see Part II of this series of reports), l

The distributions across the boundary layer are shown with and without

coupling in Figures 12, 13 and 17. The temperatures tend to coo] I
radiation

in the mixing and outer regions of the layer. This corresponds to rapid

changes in the net radiative flux as shown in Figure 17 and attributed pre-

viously (Section 6.5) to sharp changes in the negative flux due to CN and N !
photoionization contributions. The inner region experiences only a very

slight interaction with the radiative flux. This occurs because the incident l
A

flux which can be absorbed there (the ultraviolet) is trapped in the mixing

layer and cannot get through to either the inner region or the wall.

1
The coupling effects on the distributions of the mole fractions of the

radiative species are shown in Figure 13. The degree of ionization is I

|
changed appreciably as is the fraction of undissociated N 2. It would appear

that the Saha equilibrium condition which governs these concentrations is in

a range which is very sensitive to small temperature changes. The species I
J

which are present in large concentrations undergo only insignificant changes.

The distributions of the net radiative flux given in Figure 17 indicate I

that the coupled net flux is smaller in the inner region and larger in the

outer region. This can be attributed to a decrease in emission in the mixing

layer due to the lower temperatures. Thus, a smaller amount of energy is |
added to the positive flux (causing the net flux in the inner region to be

less), and a smaller amount of energy is added to the negative flux causing l

the difference between the positive and the negative fluxes (the net flux)
l

t_ be greater in the outer region. The net radiative flux at the wall ks "m

decreased by 15.5 percent due to this coupling. The diffusive flux at the i

!
!
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I i
wall is not significantly changed in the present problem since in either case _'

[ it is very small (about 1 percent of the radiative flux), i:i

I 6.7 COUPLED TRANSIENT SOLUTIONS USING CMA/ACE APPROACH
Once a set of ACE solutions of the type discussed in Section 6.3 are gen-

- erated, the resulting punched card outpdt can be used as input to the CMA pro-gram to obtain coupled transient ablation predictions. A number of such solu- !

tions for a recent superorbital Apollo flight are presented in Part IS of the i

i present series of reports considering various assumed surface physicochemical imodels. In order to demonstrate :he nature of the solutions, results for two

of these models are presented in this section. The first model considers fis-

[ sures (where the pyrolysis gases are not effective in blocking the conve,:cive
heating) throughout the flight, whereas the second considers fissures only

after peak heating.

Surface temperature and temperatures 0.3 and 0.9 inch from the original

surface are compared to measured temperatures in Figure 18(a) through (c),

"°* I i i _ 1

_ I I b;_lt. --- rlssun! _)O(L (ZTO ._L_)
5001

!i -- IIIOIT-AIIL P|SSUll imOOiL{2:? P|L$_

----- *;[ASi_ll[D (ZOO mILS)
SOLUTIOUS6[ll|liAT[O IT CXA/AC|

,,o, ....... -t...... T '°°° l , j 4

I q

_ 1 .,,°°......

[ If�I!_222
L---- _ ZOOC

\
"\ !

:il 4--- ..,_,,o,_o.,_, , !

fOl $ODV POIIIT ?_§

_ _ I '

TII( $1¢011)$ • I1.4 Till, $1C0110_ i 10.4

(a) Su_'face Temperature (b) 0.3 Inch from Initial Surface

Figure 18. Temperature Historiel for Typical Superorbit_l

Trajectoz_ with Fissure and Post-Peak Fissure Models

r_
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]
o.oo4

2ooo --_
FISSURE ,'_ODEL(270 MILS) ! I

oac _ POST-PEAICFISSURE MODEL(227 M|LSj u_ MEASUPEORECESSION(200 MZLS)

: _EASUREO(,00 MILS) I ."f'J "_. J -- _ 0.003 !/ \ ...... F,SSUR( _ODEL (270 MZLS)

]SO0 -- SOLUT[ONSGENERATED. I / _ _ o_ _ . POST-PEAKFISSURE MODEL(Z?? MILS)

BY C_A/AC£ FOR BODY, I / _fL "-"x_-_ _ O.002 --_ I SOLUT]ONS GENERATED I - _ "i
10OO -- _:_.__ /'_/l !. ,_ i [!"' PO,NTBY CMA/AEEEOP800Y,705 " ,'- oool _ 1 I ] 1 _ 4 " -_

500 _ 0
3.00 3.0) 3.02 3.03 3.04 3.05 3.06 3.07 0 3.00 3,0; .I,02 3.03 3.04 3 05 3 06 3.07

T]ME, SECONOSx ;0 -4 T|ME, SECONDSx 10"4

(c) 0.9 Inch from Initial Surface Figure 19. Surface Recession Rate

Figure 18 Concluded Histo_'.es for Typical
" Superorbital Trajectory

PeakWithFissure ModelsandPost- iFissure _.

respectively. Agreement with flight temperatures is considered quite good, -i

es_ _cially for the post-peak fissure model where reduction of convective

i heating rates by the pyrolysis gases prior to peak heating decreases the in-

i depth temperatures throughout the entire fltght. Surface recession predic-

tions, shown in Figure 19, are in substan_ia! agreement with the measured

total recession for the body point and flight considered for both fissure

: and post-peak fissure models. (Various nonfissure models which were consid- t

ered in Part II substantially underpredicted the surface recession.)

L 6.8 COUPLED TRANSIENT SOLUTION USING CABLE PROGRAM

i As a demonstration of the CABLE program, a coupled transient solution /_A_! at the stagnation point of t_ Apollo heat shield during the first 80 secoDdS ,

of a recent Apollo superorbital flight is presented in this section. An in-

ert pyrolysis gas non_issure model with a silica fail temperature of 1,620°R ]
was considered in this calculation.

As discussed in Section 2.5, the CABLE program operates, in effect, wlth

i CMA as the controlling program, calling the BLIMP routine as needed to supply

information for the ablating-wall surface boundary condition. In the present ]calculation, the BLIMP program was called 88 times This sequence of BLIMP

solutions is discussed in detail in Appendix A, together with a discussion

': |X of solutions obtained at the second streamwise station.

!'
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Temperature distributions at the stagnation point through the charring

ablation material and boundary layer, running all the way from the back wall

to the boundary-layer edge, are presented in Table III for the six times con-

sidered. Pyr61ysis gas and char recession rates are also summarized in

Table III.

Elemental mass fractions across the boundary layer at 30,020 seconds

are presented in Figure 20 in order to demonstrate the severity of some of

these boundary layer solutions. In this figure the inert pyrolysis gas is

identified as PYROL. It contains carbun, oxygen, hydrogen and nitrogen in

accordance with what is considered to be the products of the primary pyroly-

sis. It can be seen that over 99 percent of the gas at the wall is PYROL,

most of the remaining gas being the char products o_ carbon, silicon and oxy-

gen. The amount of nitrogen that is able to diffuse to the wall from the

Figure 20. Elemental Mass Fractions Across Apoll_ Stagnation
Point Boundary Layer During Typical Superorbital

.. Reentry (Time = 30,020 sec)
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TABLE IIl

CABLE RESULTS FOR TEMPERATURE DISTRIBUTIONS THROUGH THE CHARRING

ABLATORANDBOUNDARY LAYER, PYROLYSIS GAS RATES, AND CHAR i

RECESSION RATES: APOLLO STAGNATION POINT DURING _

TYPICAL SUPERORBITAL REENTRY !

Trajectory Timeb, sec

 ,,ol ,,,oi ooooi oo ol oo oi oo 0
Nodal Point Surface, inch | i | | |

Nodal Temperatures, OR _ :

|Boundary Layer

7 (edge) See 12,23015,040 16,500!17,870 18,700 18,860 m

6 Concluding 12,070 14,970 16,500 17,870 18,660 18,840 i

5 Portion of 10,120 13,120 14,420!15,240 15,590 15,220

4 TABLE III 7,416 9,169 7,417 i 7,434 8,545 11,440

3 on 6,796 7,562 2,6731 2,760 4,105 8,699 J
2 4,002 4,088 1,870 2,167 3,498 6,823

Next Page

1 (wall) 530 1,470 1,709 2,088 3,445 5,944 I

_Ablator

1 (wall) 0 530 1,470 1,709 2,088 3,445 5,944 _

!2 0.008 1,439 1,654 2,019 3,284 5,561

3 0.016 1,377 1,593 1,951 3,124 5,239 i

4 0.024 1,314 1,522 1,883 2,965 4,961 _
15 0.032 1,248 1,442 1,812 2,814 4,720

6 0.040 1,183 1,359 1,734 2,670 4,511

7 0.048 1,122 1,280 1,645 2,535 4,315 _ i

8 0.056 I 1,066 1,206 1,544 2,405 4,130
i

9 0.064 1,014 1,140 1,436 2,281 3,956 _

i0 0.072 967 1,080 1,333 2,160 3,787 i i

ll 0.080 922 1,027 1,241 2,036 3,620 _2k_

12 0.088 881 981 1,160 1,903 3,450

13 0.096 843 938 i, 092 l, 749 3,279

14 0.104 808 899 l,033 l, 577 3,106

15 0.112 777 863 982 1,409 2,934

16 0.120 748 830 937 1,269 2,769

17 0.130 715 793 886 1,130 2,572

]18 0.142 682 753 834 1,013 2,348

19 0.154 654 719 790 926 2,108

20 0.166 i 630 689 752 859 1,795

• . • • • ,

I• . • • • • •

36 0.394 530 532 535 540 548

37 0.424 Ir 530 531 533i 536 541

l38 (backwall) 0.464 530 530 530 5311 534 538

l!
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!
TABLE III (concluded)

I Trajectory Times, sec
='I

29,950 29,990 i!30,000 30,010 30,020 30,030

I Pyrolysis Gas Rate, lb/ft_secxl0 .3 0 0.22 1.85 5.04 9.76 10.8

Char Recession Rate,lb/ft_-secx 105 0 0 0.80 2.20 5.12 24.6

!
Boundary Layer Distance from Surface, inch

I Nodal Point

!
1 0 0 0 0 0 0

2 5.021 0.586 0.368 0.187 0.155 0.i00

I 3 18.05 1.880 0.818 0.396 0.322 0.220

4 38.2 4.03 1.748 0.788 0.580 0.387

5 67.5 7.45 4.41 1.940 1.195 0.641
[ 6 160.0 18.43 17.40 7.95 4.26 1.561

7 366 43.1 39.8 17.95 9.55 3.54

"F boundary layer edge is such as to result in a mass fraction of only 3.3 x 10 -a.

The reader should keep in mind that CABLE requires the BLIMP subroutine to

have i00 percent reliability while generating solutions such as these.

The above-described stagnation-point CABLE run, requiring 88 BLIMP solu-tions as well as time spent in CMA, consumed 29 minutes and 21 seconds on the

Univac 1108 computer. This amounts to approximately 3 BLIMP solutions per

minute at the stagnation point. (Experience has shown that 4 BLIMP solutions_per minute are generated at downstream stations where faster convergence is

achieved due to the better first guesses provided by the upstream station.)

It is estimated that solution for an entire superorbital trajectory would

require about one hour per streamwise station for the network of Tw, normal-

li ized char and pyrolysis gas rates, and times set up for the present case(see Appendix A). This could probably be reduced by a factor of two or so

by setting up a somewhat coarser network.
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SECTION 7

I SUMMARY AND RECOMMENDATIONS

This report has summarized a substantial analytical effort which is re-
ported in more detail in References 1 through 5 and in Parts II through IV

of the present series of reports. The primary result of this effort has been

the development of a number of computer codes applicable to charring ablation

materials and chemically reacting boundary layers. For the most part, a modu-

I lar approach has been utilized where the programs can be operated independentlyor used in conjunction with each other to obtain solutions with various degrees

of coupling.

The basic programs which are described are the CMA program for predicting

i the transient in-depth response of charring ablation materials, the ACE pro-gram for predicting the chemical state of open or closed systems of arbitrary

chemical composition, the RAD program for predicting nongre_ radiation flux

I distributions for C-_I C-N systems, and the BLIMP program which represents
the nonsimilar, laminar, multicomponent, chemically-reacting (equilibrium)

boundary layer (using, in effect, the ACE program for calculating the chemi-

I i cal state at the boundary layer nodes at surface), ver-
and the A subroutine

sion of RAD has been incorporated %to BLIMP to form the RABLE code for pre-

• _ dicting radiation-coupled nonsimilar laminar boundary layers. The CMA code

is used in conjunction with the ACE program (although mechanically decoupled)

i to provide an economical means for predicting coupled transient response of

_I charring ablation materials with the boundary layer represented by laminar
or turbulent transfer coefficients. The CABLE program calls the BLIMP and

_ CMAprograms as subroutines to provide fully coupled solutions for charring
_{ ablation materials and nonsimilar laminar boundary layers of arbitrary chemi- /cal composition. Finally, a turbulent extension of the BLIMP code has been

i [_ initiated, resulting in the SAINT code which represents nonsimilar, constantt' property, turbulent boundary layers.

i
The physicochemical models considered in the CABLE program and its sub-

routines are summarized in Table I. As indicated therein, the code is appli-

II cable to arbitrary ablation materials, environmental gases, and two-dimensionalflow situations. Coupled solutions have been attempted and successfully ob _

rained only for the Apollo material; hence the CABLE program cannot be con-

I sidered fully operational for all problems for which it is presumably appli-• cable. However, o difficulties are anticipated in that the component codes,

CMA and BLIMP, have been checked out for wide varieties of problems with

!
I
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excellent success. The RAD code has been exercised extensively, whereas the

!RABLE code has been employed only seldom and thus must still be considered

developmental.

The following recommendations are made with regard to improvement of

these codes. In the first place, the ACE program, which was developed only

as a byproduct of this study, should be cleaned up and documented. Secondly, ]

the RABLE code should be exercised more extensively and for more severe prob-

lems and extended to encompass the entire shock layer. Thirdly, the non- I •

similar turbulent boundary layer development should be continued with the _

ultimate product being a turbulent counterpart to BLIMP. In addition, BLIMP

should be extended to three-dimensional flows and to treat general rate- I :

controlled chemistry.

1

Probably an even more important recommendation is that the codes be em- ] !

ployed now in their present status to current Apollo heating problems. Some

of the types of calculations which can be performed with the codes are sum- _

marized in Section 6 of this report. They can be used, for example, to sub- J

stantiate convective and radiative heating rates, to assess the validity of

surface thermochemical ablation models and material thermal properties models, I {

to predict radiation-convection coupling including absorption by ablation

products, and to develop correlations to be used in more simplified analyses

(e.g., blowing reduction parameters, heats of combustion, and correlations

for radiation trapping and radiation coupling).

1

l
I
I
I
!
n
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APPENDIX A

AN ILLUSTRATION OF THE CABLE COUPLING PROCEDURE
FOR A TYPICAL APOLLO SUPERORBITAL

REENTRY TRAJECTORY

The results of a coupled transient solution at the stagnation point of

the Apollo heat shield during the first 80 seconds of a recent Apollo super-

orbital flight were presented in Section 6.8 of this report. In this appen-

dix, the sequence of BLIMP solutions which were required during the course

of that calculation are discussed in some detail in order to illustrate the

coupling procedure employed in the CABLE program. Solutions are also shown

for a second streamwise station which illustrate how the solution proceeds

around the body.

In this problem, the time-table entries were selected to be 29,950,

29,990, 30,000, 30,010, 30,020 and 30,030 seconds. The m* entries were taken

to be 0, 0.i, 0.2, 0.3, 0.5, 1.0 and 1.5 with Tw entries of 500, 1,000, 1,500,

"* entries of 0.001, 0.010, 0.03 and 0.15. As dis- -'2,000, and 2,500°R and mc

cussed in Section 2.5, boundary-layer solutions are performed at combinations
i

of these independent parameters as they are required_ they are numbered in i

Figure A-I in the sequence in which they were performed in the present problem.

The first step in the coupled solution was to initialize the charring _I

ablation solution at the assumed initial temperature of 530°R. This was

followed by a boundary-layer solution at this initial nonablating condition I

(eI = 29,950 sec, Tw = 530°R, m_ = 0). This is identified as Solution 1 in
Figure A-I. The next step was to find the wall temperatures at which abla- l

t_.on would start for the initial tim,_ of 29,950 seconds and the second entry _I

in the time table, 29,990 seconds, each for the first two entries in the m_
table, namely 0 and 0.I (Solutions 2 through 5). This was accomplished by i/

computlng the surface temperatures required to maintain surface equilibrium i!
for these boundary-layer edge conditions (i.e., times), these normalized

pyrolysis gas flow rates, and a very small normalized surface recession rate I"

(_ of 0.001 was used in these boundary-layer calculations). The resulting

"ablation temperatures" were at the silica fail temperature of 1,620°R, higher

than the first two entries in the Tw table of 500 and 1,000°R. Therefore, Tw !_

was the appropriate independent parameter (rather than _) during this por-

tion of the trajectory. Boundary-layer solutions were then obtained at the

eight corners of the ei, m_, Tw cube (Solutions 6 through 13). At this point

the transient charring-ablation solution was able to couuence, interpolating

between the bracketing values of ei, m_ and Tw. J

!

!
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Figure A-1. Sequence of BLIMP Solutions Required in CABLE

I Solution for Typical Superorbital Apollo Reentry
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The transient charring-ablation solution then proceeded toward 82 = I

29,990 seconds, the time steps being determined by various controls built I

into the implicit finite-difference procedure. However, before reaching

"* of 0.1 were exceeded. Therefore,
this time, a Tw of 1,000°R and later a mg
BLIMP solutions were generated for the two current times and current _* for

g

a Tw of 1,500°R (Solutions 14 through 17); ablation temperature (surface

equilibrium) BLLMP solutions were generated for the current times for the

next m* entry of 0.2 (Solutions 18 and 19); solutions were generated for theg

current times and Tw (now 1,000 and 1,500°R) at m* of 0.2 (Solutions 20 Tg
through 23); and ablation temperatures were generated and matrix points filled A

in for m* of 0.3 (Solutions 24 through 29) for m_ of 0.5 (Solutions 30 through

g ]35), and for _ of 1.0 (Solutions 36 through 41). Within the currently brac-

keted conditions of Tw of 1,000 and 1,500°R and m_ of 0.5 and 1.0, the CMA

program finally advanced to 29,990 seconds. A charring ablation solution

was performed precisely at this time, and this was followed by a boundary

layer solution at the same time, wall temperature, m_ and _* (Solution 42)c

The next order of business was to obtain the ablation temperatures (Solutions i

43 and 44) at the next entry in _e time table (83 = 30,000 seconds) for the _i

two current _ of 0.5 and 1.0, and to obtain boundary-layer solutions at this

new time for the two current Tw and m_ (Solutions 45 through 48). -!._

The transient charring-ablation solution was then able to recommence and

continue until a "* of 1.0 was attained. It was then necessary to perform
mg

ablation temperature calculations at the next m_ entry of 1.5 (Solutions 49

and 50) and boundary layer _olutions for this m_ and the current bracketing "}

values of time and Tw (Solutions 51 through 54). The charring-ablation solu-

tion then recommenced and continued until a Tw of 1,500°R was attained. Bound-

• ary layer solutions were then generated for the next Tw entry of 2,000°R for

the current times (29,990 and 30,000 sec) and m_ (i.0 and 1.5) under consid-

eration (Solutions 55 through 58). Shortly thereafter a _ of 1.5 was ex- _

ceeded. However, since 1.5 was the largest entry in the input matrix, the i)

CMA solution proceeded by extrapolating from the current entries of m_ of 1.0

i}and 1.5, Tw of 1,500 and 2,000°R, and times of 29,990 and 30,000 seconds. (A

maximum m_ of 2.803 was encountered later in the trajectory, at 30,015 seconds.

This extrapolation caused no computational difficulties and only slightly re- TI

duced the accuracy of the final solution since B_ has only a minor effect for
he assumed surface thermochemistry model.)

When the CMA solution reached the ablation ten_rature of 1,620°R, it

was necessary to change from Tw to m_ as one of the three independent vari-

: ables (retaining m_ and 8i). The ablation temperature calculations for m_ of

} ........ ........................ -L_ :_. .... --._ ...._
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. 0.001 serve as one side of the cube; hence, it was necessary only to generate

BLIMP solutions at the next m* entry of 0.01 for the two current times ande

j- mg'*(Solutions 59 through 62). The CMA solution then recommenced but only _
|

briefly since m_ of 0.01 was soon attained. Solutions were then generated ._

- for the next m* entry of 0.03 for the current times and _* (Solutions 63

1 c gthrough 66). The charring ablation solution then recommenced and continued

until the tabular entry time of 30,000 seconds, at which point a boundary
?

layer solution was obtained (Solution 67). In order to proceed further withthe charring ablation solution_ it was necessary to generate boundary layer

solutions to obtain ablation temperatures* (Solutions 68 and 69) and to fill

I in the matrix for the current _ and _* (Solutions 70 through 73) for theC

next time entry, 30,010 seconds. The CMA solution was reinitiated and con-

i tinued until 30,010 seconds at which point a boundary layer solution wasagain generated (Solution 74). This process was repeated for the last two

time entries, 30,020 and 30,030 seconds, resulting in CMA and BLIMP solutions

I_ at these times (Solutions 81 and 88). With 30,030 seconds being the last
a: entry in the time table, the solution moved on to the second streamwise

station.

[
The identical process was repeated at the second station during the

initial setup period. The first 41 solutions at this station (Solutions 89through 129) corresponded to the same matrix points as Solutions 1 through _

41 which were performed at the stagnation point. The sequence differed from

here on because the surface temperature exceeded 1,500°R and the _* exceeded !
1.0 before the 29,990 second time entry was attained. This particular solu-

tion was terminated at 29,990 seconds (Solution 140).

?

f ,

It is necessary to calculate ablation temperatures when ablation is occurring,
as well as when ablation is not occurring, in order to know when to terminate

ablation and exchange _ for as an independent variable.
Tw

|

|

1969008458-085




